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The place of the posterolateral superior temporal (PLST) gyrus
within the hierarchical organization of the human auditory cortex is
unknown. Understanding how PLST processes spectral information
is imperative for its functional characterization. Pure-tone stimuli
were presented to subjects undergoing invasive monitoring for
refractory epilepsy. Recordings were made using high-density sub-
dural grid electrodes. Pure tones elicited robust high gamma event-
related band power responses along a portion of PLST adjacent to
the transverse temporal sulcus (TTS). Responses were frequency
selective, though typically broadly tuned. In several subjects,
mirror-image response patterns around a low-frequency center
were observed, but typically, more complex and distributed patterns
were seen. Frequency selectivity was greatest early in the
response. Classification analysis using a sparse logistic regression
algorithm yielded above-chance accuracy in all subjects. Classifier
performance typically peaked at 100–150 ms after stimulus onset,
was comparable for the left and right hemisphere cases, and was
stable across stimulus intensities. Results demonstrate that rep-
resentations of spectral information within PLST are temporally
dynamic and contain sufficient information for accurate discrimi-
nation of tone frequencies. PLST adjacent to the TTS appears to be
an early stage in the hierarchy of cortical auditory processing. Pure-
tone response patterns may aid auditory field identification.

Keywords: classification analysis, electrocorticography, high gamma
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Introduction

The functional organization of the human auditory cortex is
incompletely understood. This deficiency hampers our ability
to clarify the mechanisms underlying the normal cortical pro-
cessing of speech and other complex sounds, which is a pre-
requisite to thoroughly understand the pathophysiology of
certain speech and hearing disorders. A fundamental organiz-
ational feature of classical auditory pathways is the orderly
representation of sound frequency (Rose et al. 1963; Aitkin
and Webster 1971). The auditory cortex in Old World
monkeys is characterized by orderly frequency gradients that
help define specific fields, both within the core regions on
the superior temporal plane and along adjacent belt regions,
including those on the lateral surface of the superior temporal
gyrus (STG; Merzenich and Brugge 1973; Morel et al. 1993;
Kaas et al. 1999; Rauschecker and Tian 2004; Tian and
Rauschecker 2004; Romanski and Averbeck 2009).

While maps of frequency representation are used exten-
sively in experimental animals to gain insights into the organ-
ization of auditory cortical fields, obtaining comparable data

in human subjects is quite challenging. Noninvasive methods
such as functional magnetic resonance imaging (fMRI) and
magnetoencephalography have limitations in their capacity to
resolve cortical activity in the time and space dimensions, and
direct recordings can only be obtained in neurosurgical
patients who require the placement of electrodes as part of
their clinical treatment plan. Such direct recordings from the
posteromedial Heschl’s gyrus (HG), the putative location of
primary auditory cortex in the human (Hackett et al. 2001),
have demonstrated spectral specificity of neuronal responses,
but have not examined in detail the spatial extent of orderly
frequency representations (Howard et al. 1996; Bitterman
et al. 2008). fMRI studies have promoted several views con-
cerning tonotopicity, with mirror-image representations de-
scribed as oriented along the long axis of the HG (Formisano
et al. 2003) or more perpendicular to the HG (Talavage et al.
2004; Woods et al. 2009, 2010; Humphries et al. 2010; Da
Costa et al. 2011; Striem-Amit et al. 2011; Langers and van
Dijk 2012).

The representation of sound frequency in the non-primary
auditory cortex located on posterolateral superior temporal
(PLST) gyrus has been even more difficult to define, leading
to contradictory interpretations. Results from fMRI studies
have ranged from an absence of spatially organized tonotopic
gradients (Formisano et al. 2003; Lewis et al. 2009; Woods
et al. 2009, 2010), to small gradients on the portions of PLST
(Talavage et al. 2004; Humphries et al. 2010), to large-scale,
mirror-image tonotopic patterns (Striem-Amit et al. 2011).
Clarifying this issue is especially important given that this
region of auditory cortex is crucial for acoustic-to-phonetic
transformation of speech (Hickok and Poeppel 2004) and
auditory scene analysis (Goll et al. 2010; Schadwinkel and
Gutschalk 2010, 2011; Shamma and Micheyl 2010; Kashino
and Kondo 2012). In the monkey, tonotopicity-based field de-
lineation has contributed to a framework, wherein distinct
areas are postulated to preferentially represent sound attri-
butes such as location, identity, and relevance for communi-
cation (Recanzone et al. 2000; Tian et al. 2001; Rauschecker
and Tian 2004).

Intracranial recordings demonstrate that PLST is responsive
to a wide range of acoustic stimuli, including clicks, tones,
and speech (Howard et al. 2000; Crone et al. 2001; Edwards
et al. 2005; Chang et al. 2010; Steinschneider et al. 2011;
Pasley et al. 2012) and is modulated by attention (Besle et al.
2011; Gomez-Ramirez et al. 2011; Mesgarani and Chang
2012) and visual input (Reale et al. 2007). Limited under-
standing of how PLST is organized hampers the development
of conceptual frameworks for clarifying how these diverse
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sounds are represented in the auditory cortex. To better un-
derstand how this acoustically responsive region of the cortex
may relate to multifield models of the human auditory cortex,
it is important to determine how basic spectral acoustic infor-
mation is represented within PLST. The results of earlier
human intracranial and fMRI studies demonstrate that PLST
responds robustly to acoustically complex stimuli, including
speech. Less is known about how this region of cortex re-
sponds to less spectrally complex stimuli, such as pure tones,
and whether patterns of basic functional organization can be
discerned based on responses to these stimuli (Obleser et al.
2007; Chang et al. 2010; Leaver and Rauschecker 2010;
Steinschneider et al. 2011; Pasley et al. 2012).

In this report, we present our findings from experiments
performed to study how pure-tone stimuli are represented
within PLST, both across cortical space and time. Recordings
were obtained from electrode arrays implanted in neurosurgi-
cal patients. We demonstrate that PLST cortical responses
contain stimulus frequency-specific information, which changes
over time and is largely unaffected by sound intensity.

Materials and Methods

Subjects
Experimental subjects were 13 neurosurgical patients (7 male, 6 female,
age 20–56 years old, median age 33 years old). The subjects had been
diagnosed with medically refractory epilepsy and were undergoing
chronic invasive electrocorticography (ECoG) monitoring to identify
potentially resectable seizure foci. Research protocols were approved
by the University of Iowa Institutional Review Board and by the Na-
tional Institutes of Health. Written informed consent was obtained from
each subject. Participation in the research protocol did not interfere
with acquisition of clinically required data. Subjects could rescind
consent at any time without interrupting their clinical evaluation.

The patients initially remained on their antiepileptic medications,
but were typically weaned from these drugs during the monitoring
period at the direction of the patients’ treating neurologists. Exper-
imental sessions were suspended for at least 3 h if a seizure occurred.
Further, the patient had to be alert and willing to participate for the
research activities to resume.

Eleven subjects had left-hemispheric language dominance, as de-
termined by intracarotid amytal (Wada) test results; subject L162 had
bilateral, and R139 had right language dominance. In 6 subjects, the
electrodes were implanted on the left side, while in 7 others record-
ings were from the right hemisphere. The side of implantation is indi-
cated by the letter prefix of the subject code (L for left and R for
right). The hemisphere of recording was language dominant in 8 sub-
jects (L130, L138, R139, L146, L151, L162, and L178) and nondomi-
nant in 6 subjects (R136, R142, R153, R175, R180, and R186).

All subjects underwent audiometric and neuropsychological evalu-
ation before the study, and none were found to have hearing or cogni-
tive deficits that could impact the findings presented in this study
(median full-scale intelligence quotient = 97, range 77–115). All subjects
were native English speakers. Intracranial recordings revealed that the
auditory cortical areas on the STG were not epileptic foci in any of the
subjects.

Experiments were carried out in a dedicated electrically shielded
suite in The University of Iowa General Clinical Research Center. The
room was quiet, with lights dimmed. Subjects were awake and reclin-
ing in a hospital bed or an armchair. Stimuli were presented in a
passive-listening paradigm, without any task direction. Typically, a re-
cording session was 10–20 min in duration. After each recording
session, conversation with the subject ensued to confirm their awake
state and willingness to continue with another experimental protocol.

Stimulus Presentation
Experimental stimuli were tones presented at 6 frequencies between
250 and 8 kHz in 1-octave steps (300 ms duration, 5-ms rise–fall time,
2-s interstimulus interval). An interleaved presentation paradigm was
used, where the 6 tones were presented 50 times each in a random
order. The stimuli were presented at a comfortable level, approxi-
mately 50 dB above hearing threshold. This paradigm was used in all
subjects except R175. In subject L162, this experiment was repeated 4
times with the stimuli presented at 4 different intensities (26, 41, 56,
and 71 dB SPL).

In 4 subjects (R175, L178, R180, and R186), an additional, ex-
tended stimulus set was also used to examine the degree in which
response patterns were influenced by stimulus intensities. In this set,
12 tone frequencies between 250 and 8 kHz were presented at 6
different levels (11–61 dB SPL) in 10 dB steps in a random interleaved
sequence. Tone duration, rise-fall time, and interstimulus interval in
this set were 200 ms, 5 ms, and 1.2 s, respectively. Each stimulus was
presented 24 times. In subject R175, only this extended stimulus set
was presented. Because of the limited number of trials (24) at any
given intensity, we pooled together trials corresponding to the 2
highest tone intensities (51 and 61 dB SPL) for each of the 6 frequen-
cies used in the main experimental set for classification analysis (see
below).

Stimuli were delivered via insert earphones (ER4B, Etymotic Re-
search, Elk Grove Village, IL, United States of America) that were inte-
grated into custom-fit earmolds. Stimulus delivery and data
acquisition were controlled by a TDT RX5 or RZ2 real-time processor
(Tucker-Davis Technologies, Alachua, FL, United States of America)
with a sampling rate of 24 414 Hz.

Response Recording
Details of electrode implantation have been described previously (re-
viewed in Howard et al. 2012). In brief, ECoG data were recorded
from multicontact subdural grid electrodes (AdTech, Racine, WI,
United States of America) placed over the perisylvian cortex. The re-
cording arrays consisted of platinum–iridium disc electrodes (2.3 mm
diameter, 5-mm interelectrode distance), embedded in a silicon mem-
brane. The electrodes were arranged in an 8 × 12 grid, yielding a
3.5 × 5.5 cm array of 96 contacts. A subgaleal contact was used as a
reference. Electrode grids were placed solely on the basis of clinical
requirements and were part of a more extensive set of recording
arrays meant to identify seizure foci. Consequently, the number of
auditory-responsive recording sites varied across subjects. Recording
electrodes remained in place for a period ranging from 7 to 28 days
(median 14 days) under the direction of the patients’ treating neurol-
ogists. The ECoG data were amplified, filtered (0.7–800 Hz bandpass,
12 dB/octave rolloff), digitized at a sampling rate of 2034.5 Hz, and
stored for subsequent offline analysis.

Subjects underwent whole-brain high-resolution T1-weighted struc-
tural MRI (resolution 0.78 × 0.78 mm, slice thickness 1.0 mm, 2
volumes for averaging) scans before electrode implantation to locate
recording contacts. Averaging 2 volumes improved the signal-to-noise
ratio of the MRI data sets and minimized the effects of movement arti-
fact on image quality. Preimplantation MRIs and postimplantation
thin-sliced volumetric computed tomography (CT) scans (resolution
0.51 × 0.51 mm, slice thickness 1.0 mm) were coregistered using a
3-dimensional rigid fusion algorithm (Analyze version 8.1 software,
Mayo Clinic, MN, United States of America). Coordinates for each elec-
trode contact obtained from postimplantation CT volumes were trans-
ferred to preimplantation MRI volumes. Results were compared with
intraoperative photographs to ensure reconstruction accuracy.

Data Analysis
ECoG data obtained from each recording site were downsampled to a
rate of 1000 Hz and analyzed in the time–frequency plane as
event-related band power (ERBP). Prior to the calculation of ERBP,
individual trials were screened for possible contamination from elec-
trical interference, epileptiform spikes, high-amplitude slow-wave
activity, or movement artifacts. To that end, individual trial waveforms
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with voltage peaks or troughs greater than 2.5 standard deviations
from the mean of the 50 stimulus presentations were rejected from
further analysis. To minimize contamination with power-line noise,
ECoG waveforms were notch-filtered at 60 Hz (10th order Chebyshev
Type II filter, stopband 58–62 Hz, stopband ripple 2 dB down from
the peak passband value). Data analysis was performed using custom
software written in MATLAB Version 7.12.0 programming environ-
ment (MathWorks, Natick, MA, United States of America).

Time–frequency analysis of the ECoG was performed using
wavelet transforms based on complex Morlet wavelets following the
approach of Oya et al. (2002). Center frequencies ranged from 20 to
200 Hz in 5 Hz increments. ERBP was calculated for each frequency
on a trial-by-trial basis and normalized to median baseline power,
measured using wavelets centered between 200 and 100 ms prior to
the stimulus onset. ERBP values were then log-transformed and aver-
aged across trials.

Quantitative analysis focused on the high gamma ECoG frequency
band, which has been shown to be a sensitive and specific indicator
of auditory cortical activation (Crone et al. 2001; Brugge et al. 2009;
Edwards et al. 2009; Steinschneider et al. 2008, 2011; Mesgarani
and Chang 2012; Pasley et al. 2012). High gamma band was defined
in the present study as the range of center frequencies between 75
and 150 Hz.

ERBP changes were first averaged within the following 3 bands:
75–90, 95–115, and 125–150 Hz, followed by averaging across the 3
bands. The purpose of binning together 5-Hz wide frequency bands
into these larger bands was to avoid the over-contribution that the
highest frequencies (125–150 Hz) would have if the 5-Hz wide bands
were simply averaged together across the entire range of interest.

The wavelet constant ratio used for time–frequency analysis was
defined as f0/σf = 9, where f0 is the center frequency of the wavelet,
and σf is its standard deviation in frequency. For f0 = 75 Hz, this
yielded a wavelet with a standard deviation in the frequency of 8.33
Hz and in the time of 19.1 ms. The wavelet with f0 = 150 Hz was
characterized by a standard deviation in frequency and time of 16.7
Hz and 9.55 ms, respectively. Contribution of energy from the poststi-
mulus onset interval to the estimate of baseline power—the “edge
effect”—was negligible for the range of center frequencies that
corresponded to the high gamma frequency band.

For display purposes, average high gamma ERBP changes in
response to a given tone frequency within a given 50-ms wide time
bin across all 8 × 12 grid contacts were smoothed using triangle-based
cubic interpolation with an upsampling factor of 16 to produce corti-
cal activation maps.

Average ERBP values were calculated for each recording site
within 50-ms time windows with a 50% overlap, from 100 ms before
stimulus onset to 725 ms after stimulus onset. Statistical significance
of changes in responses from the baseline were determined via
paired t-tests comparing average ERBP values within each time
window versus that within an equal duration reference interval span-
ning 175–125 ms before stimulus onset. Correction for multiple
comparisons was done by controlling the false discovery rate follow-
ing the method of Benjamini and Hochberg (1995) and Benjamini
et al. (2001) (q < 0.01).

Activation patterns across the 8 × 12 recording grid in each subject
were analyzed using multivariate pattern analysis, whereby record-
ings from all recording contacts are provided to a classifier on a
single-trial basis. The classifier was trained to discriminate the fre-
quency of each pure-tone stimulus based on the brain responses re-
corded simultaneously from all contacts. The performance of the
trained classifier in discriminating the frequency of pure-tone stimuli
of unknown frequency provided an objective measure of the presence
of stimulus-specific information in the aggregate brain response.

A sparse binomial logistic regression model was used as a base
classification algorithm. Both l1 and l2 norm regularization were
imposed on the weights during parameter estimation. As a result, this
algorithm had advantages in the preservation of sparsity and corre-
lated features. We used component-wise updating procedure
(Shevade and Keerthi 2003; Cawley and Talbot 2005, 2006; Krishna-
puram et al. 2005; Ryali et al. 2010). The classifier was applied to the
data in a pairwise fashion (one vs. one scheme), and code words

were assigned to each class based on the classifier outputs using
error-correcting output coding (Dietterich and Bakiri 1995). Decoding
was done by computing Hamming distances (Allwein et al. 2001)
between the coding matrix, M = (−1, 0, 1), and the code words from
the classifier’s output for each trial. The trials were assigned to the
class which had the shortest Hamming distance to its corresponding
row within the coding matrix, M.

The classification algorithm was applied for each time window to
investigate the time course of the tone frequency discrimination
pattern of the responses. Only contacts that had an average ERBP of
at least 0.5 dB above baseline levels were selected for classification
analysis. This thresholding procedure effectively reduced the number
of features for the classification while avoiding potential over-fitting.
Input to the classification algorithm was therefore a matrix of single-
trial ERBP values for each contact and a time window, normalized in
terms of its column mean and variance, and the vectors that assigned
the class labels for each trial. The 2 regularization parameters (for l1
and l2 norm) were set by a grid in a common logarithmic scale to
optimize its cross-validated classification accuracy.

Classification performance was assessed as a 5-fold cross-validated
tone frequency identification accuracy. Average absolute values of
weights adjusted for the accuracy of the final model (cross-validated)
were calculated (overall weights; W) to as a measure of the overall
contribution for the discriminative pattern formation provided by
each recording site:

W ¼ KðK � 1Þ
2

X

1�i�K ; iþ1�j�K

Ai;j jwi;j j

where Ai,j is the classification accuracy between classes i and j, and K
is the number of classes. Classification confusion matrices and pair-
wise classification results were also generated and presented.

The effects of stimulus level on tone-elicited cortical activity were
examined as frequency–intensity receptive fields that characterized
individual recording sites. This was done by plotting high gamma
ERBP values, averaged within 50-ms time intervals, as functions of
stimulus frequency and intensity. In addition, classification analysis of
single-trial responses to the 6 frequencies used in the main exper-
imental set was done for data subsets containing responses to pairs of
adjacent tone intensities and responses pooled across all intensities
(except the lowest, 11 dB SPL).

Results

General Response Properties
Robust gamma-band responses were elicited in PLST in a tone
frequency-specific manner. This enhanced activity, maximal
in the high gamma range (75–150 Hz), is exemplified by
tone-elicited responses recorded from a subdural grid in one
of the subjects (Fig. 1). The presentation level in this case was
46 dB SPL. The recording grid covered PLST with extension
onto the middle temporal gyrus (Fig. 1A). Examples of
responses to low- and high-frequency tones (0.5 and 4 kHz,
respectively) from 2 contacts on PLST are shown in Figure 1B.
At contact X, the 0.5 kHz tone elicited the largest response,
whereas at contact Y, the largest responses were elicited by
the 2 highest frequencies (4 and 8 kHz). Typically, high
gamma ERBP elicited by tone stimuli had onset latencies of
about 50 ms and reached its maximum between 100 and 200
ms. This timing is similar to that observed for responses eli-
cited by speech sounds (Steinschneider et al. 2011).

Tone-elicited responses recorded from lateral surface grids
were confined almost exclusively to PLST and typically were
observed in close proximity to the transverse temporal sulcus
(TTS). In Figure 1C, ERBP measured in the high gamma
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frequency range is depicted for all 96 recording contacts and
color-coded for the tone frequency of stimulation. Only stat-
istically significant increases above the baseline levels are
plotted. In this example, ERBP was averaged over the time
interval of 100–150 ms after stimulus onset. Maximal activity
occurred within circumscribed areas of PLST located immedi-
ately adjacent to the TTS. Responses were also observed at a
small number of recording sites located more anteriorly along
the STG.

Individual sites typically exhibited broadly tuned frequency
selectivity at suprathreshold stimulus levels with frequency
response areas often spanning several octaves (Fig. 1C). This
broad tuning seen at individual sites could be the result of low
spatial specificity inherent to low impedance subdural contacts
recording ECoG. However, marked differences in tuning oc-
curred at the adjacent recording sites, indicating spatial resol-
ution better than the 5-mm interelectrode distances.

Frequency–Intensity Receptive Fields
To determine if frequency tuning becomes more specific at
lower intensities, frequency–intensity receptive fields across
the entire recording grid in 5 subjects were examined. Clini-
cally, feasible durations of experimental sessions placed a
limit on the number of tone frequencies that could be pre-
sented and on the number of stimulus presentations for each
frequency–intensity combination. For instance, tone frequen-
cies above 8 kHz were not examined. It was reasoned that
stimuli with frequencies above this range are less important
for human communication (Gelfand 1998), and therefore of
somewhat less interest than frequencies within the range of
speech. These limits preclude quantitatively accurate esti-
mates of tuning properties such as tuning width at threshold
and at suprathreshold intensities. Instead, qualitatively accu-
rate properties of tuning typically observed are described.

Magnitude and bandwidth of excitatory responses recorded
from individual cortical sites typically increased with stimulus
intensity. Figure 2 presents a representative data set obtained
from 1 subject (R180; grid placement shown in Fig. 2A).
Shown is the time interval (125–175 ms) determined by classi-
fication analysis as providing the peak performance for tone
discrimination (see below). The increase in magnitude and
bandwidth of excitatory responses can be observed in the fre-
quency–intensity receptive fields that characterized 2 repre-
sentative recording sites, X and Y (Fig. 2B).

At site X, maximal activation occurred at 4 kHz and was in-
variant to changes in stimulus intensity. However, as intensity
increased, a progressive broadening of activation developed

Figure 1. Tone-elicited responses recorded from the lateral STG in a representative
subject (R153). (A) Location of the 96-contact subdural electrode grid (TTS:
transverse temporal sulcus; SF: Sylvian fissure; STG: superior temporal gyrus; STS:
superior temporal sulcus; MTG: middle temporal gyrus). X and Y denote the locations
of 2 sites those detailed response properties are shown in panel B. (B) Time–
frequency analysis of cortical activity elicited by pure-tone stimuli between 0.25 and
8 kHz (top to bottom), recorded from 2 sites on the STG (left and right panels).
Stimulus schematic is shown on top. ERBP was calculated relative to baseline power
measured in the reference period between 100 and 200 ms prior to stimulus onset.
(C) High gamma ERBP in response to tone stimuli presented at different frequencies
(color bars), simultaneously recorded from the 96-contact grid (individual plots). High
gamma band (75–150 Hz) ERBP was averaged within the time window of 100–150
ms after stimulus onset.
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for low frequencies. The absence of tone stimulation above 8
kHz precludes determining whether this response broadening
would have occurred at higher tone frequencies. Regardless,
this pattern was observed in multiple subjects and at many
sites that were maximally responsive to high frequencies at
low intensities.

A completely different frequency–intensity receptive field
also commonly observed is exemplified by the response
pattern shown at site Y. Here, responses at the lowest stimulus
intensity were confined to the midrange frequencies (1.6 kHz)
and also became more responsive to low-frequency tones at
higher stimulus intensities. In contrast to the receptive field
seen at the site X, maximal excitation was not invariant to in-
tensity and instead was characterized by a downward shift in
the tone frequencies that evoked the largest magnitude ERBP
responses as stimulus intensity increased.

Other shapes of frequency–intensity receptive fields ob-
served include those referred to as “mixed multipeaked”
(Sutter 2000), a pattern characterized by broad and complex
peaks of activation across frequencies and intensities.
“Circumscribed” response patterns (Sutter 2000), character-
ized by tuning to selective frequencies at a selective range of
submaximal stimulus intensities, were not observed. Overall,
there was considerable variability in response patterns as a
function of stimulus intensity (Fig. 2C), and this finding was
characteristic of all 5 subjects, in whom frequency–intensity
receptive fields were examined.

To ensure replicability of the activation patterns that charac-
terized responses to pure-tone stimuli, response distributions
elicited by a set of tones presented at 66 dB SPL in a separate
experimental session were performed 2 days later (Fig. 2D).
Consistent with the activation pattern obtained from the more
extensive data set shown in Figure 2C, the region immediately
posterior to the TTS remained maximally responsive to low
frequencies, while ERBP preferentially elicited by high-
frequency tones remained distributed anterior and posterior
to this region.

Spatiotemporal Organization
Spectral specificity of PLST responses was temporally
dynamic and was greatest at earlier portions of the neural
responses. In these earlier time periods, an orderly spatial
representation of tone frequency along PLST could often be
observed (Fig. 3; subject R153, 50–100, 100–150 ms after
stimulus onset). High gamma ERBP elicited by low-frequency
stimuli was maximal immediately ventral to the TTS (Fig. 3A,
left-hand columns). As tone frequency increased, maximal
activity occurred at sites more anterior and posterior to those
locations maximally excited by low-frequency tones. Higher
tone frequencies failed to elicit significant responses at re-
cording sites maximally activated by low frequencies, yielding
mirror-image patterns of spectral specificity (Fig. 3B). An
additional region maximally activated by low-frequency tones
was observed at an even more anterior location, though limit-
ations of grid coverage precluded more detailed mapping of
this area.

While an orderly representation of tone frequency could be
discerned in some cases (Figs 2D and 3B), spatial patterns ex-
hibited significant variability across subjects. In the majority
of subjects, clear mirror-image patterns were not observed,

Figure 2. Frequency tuning properties of PLST in a representative subject (R180).
(A) Location of the 96-contact subdural electrode grid (TTS: transverse temporal
sulcus; SF: Sylvian fissure; STG: superior temporal gyrus; STS: superior temporal
sulcus; MTG: middle temporal gyrus). X and Y denote the locations of 2 sites those
detailed response properties are shown in panel B. (B) Examples of frequency–
intensity receptive fields for 2 sites in a representative subject. (C) Frequency–
intensity receptive fields across the entire recording grid. Sulcal patterns are indicated
by gray lines. (D) 50th, 75th, and 95th percentile contours of cortical responses to
tones of 5 frequencies presented at 66 dB SPL. Sulcal patterns are shown by gray
lines. Results shown in panels (B–D) are based on the analysis of ERBP averaged
within 125–175 ms after stimulus onset.
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and more complex spatial distributions of frequency
responses were noted instead (Fig. 4, subject L178). In this
example, tones were presented at 66 dB SPL. Low frequencies
preferentially activated multiple sites located anteriorly on the
left hemisphere grid during early time intervals after stimulus
onset, while higher frequency tones initially activated multiple
sites distributed at more posterior locations (Fig. 4A, left-hand
columns). Foci activated by both low- and high-frequency
stimuli to a comparable degree were also observed (Fig. 4B).

In all cases, cortical activation patterns were temporally
dynamic. As a general rule, sites initially responsive only to
high-frequency tones become significantly activated by low
tone frequencies during later time intervals (Figs 3A and 4A,
right-hand columns). In Figure 3, activation in response to
low-frequency tones was initially localized adjacent to the
TTS, and then expanded into surrounding sites that were
initially responsive to only high-frequency tones. In Figure 4,
areas initially activated by high frequencies became progress-
ively activated by low-frequency tones as well. This transition

in spectral specificity became especially prominent beyond
150 ms after stimulus onset. We did not observe the converse
pattern, wherein sites initially selectively responsive to low-
frequency tones would become responsive to high-frequency
stimuli over time.

Classification Analysis
Spectral specificity within PLST was computationally evalu-
ated across the entire data set by determining the degree to
which neural activity could predict tone frequency. To this
end, a sparse logistic regression-based classifier algorithm
was applied to the single-trial high gamma ERBP data re-
corded from the entire grid in each subject (Fig. 5). Classifi-
cation was performed on averaged power binned in 50-ms
time intervals in sequential 25 ms steps (range −100−50 ms to
675725 ms relative to stimulus onset).

Classifier accuracy was above chance (16.7%) in all sub-
jects. Figure 5A,B depicts classification accuracy for

Figure 3. Spectral specificity of cortical high gamma responses with frequency gradients. Data recorded from the right hemisphere in a representative subject (R153). (A)
Cortical activation maps for the 6 stimulus frequencies (top to bottom). The values of average high gamma ERBP within 6 consecutive 50-ms time windows (left to right)
obtained for each contact were normalized relative to the maximum response across contacts for a given frequency and time interval and smoothed using cubic interpolation.
Only significant responses (paired t-tests with false discovery rate correction; q<0.01) are plotted. (B) Maps depicting 50th, 75th, and 95th percentile contours of cortical
responses to the 6 stimulus frequencies. Sulcal patterns are shown by gray lines.
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discrimination between the 6 tone stimuli as a function of
time interval for the left-hemispheric and right-hemispheric
subjects, respectively. Maximum accuracy (indicated by circles
in Fig. 5A,B) could reach over 60% and occurred early in the
responses in all subjects. It was most commonly observed in
the 100–150-ms time interval, with a subsequent decay in per-
formance. Both mirror-image and clustered organizational
patterns (see examples for subjects R153 and L178 in Figs 3
and 4, respectively) could exhibit comparable accuracy in
tone discrimination by classification analysis.

As left and right hemispheres have been proposed to differ-
entially process temporal and spectral information (e.g.
Zatorre et al. 2002; Zatorre and Gandour 2008), we compared
peak accuracies between the 2 hemispheres. No significant
difference was observed across hemispheres (t(11) = −0.556,
P = 0.589 2-tailed; Fig. 4C). Mean peak discrimination accu-
racy across all 13 subjects was 43.5% (95% confidence interval
37.0–50.1%) and was significantly greater than chance (1
sample t(12) = 8.926, P < 0.000005 1-tailed). To ensure that
overall trends were not driven by several subjects with the
highest classification performance, the mean accuracy and

95% confidence intervals were calculated across subjects
(Fig. 5D). Averaged across subjects, performance was above
chance beginning at the 25–75-ms interval, peaked at 75–125
ms, and then slowly decayed to the chance levels at 575–625
ms after stimulus onset.

Classification errors were not randomly distributed and ty-
pically occurred between tones of adjacent frequencies. This
is demonstrated by confusion and pairwise classification
matrices for an exemplary subject (R153; Fig. 6, left column)
and for the entire data set (Fig. 6, right column). When
stimuli were misclassified, predicted stimuli were typically
the next nearest neighbors in frequency to the presented
tone (Fig. 6A). Likewise, pairwise classification results demon-
strate greatest accuracy between those stimuli that were pro-
gressively more dissimilar in frequency (Fig. 6B). Thus, these
findings are consistent with spectrally specific activation
patterns.

Classification Accuracy Across Stimulus Intensities
Results indicate that ERBP recorded from PLST contains suffi-
cient information to discriminate tone frequencies

Figure 4. Spectral specificity of cortical high gamma responses without frequency gradients. Data recorded from the left hemisphere in a representative subject (L178). See
legend of Figure 2 for details.
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significantly above chance level. A key question is whether
this accuracy is invariant to changes in stimulus intensity. In-
creases in the tone level modulate frequency selectivity

(Fig. 2) and, as shown with fMRI, lead to an enhanced cortical
activation (Woods et al. 2010). This variation in activation
based on stimulus intensity may confound physiological
classification analysis of tone frequency.

To examine the effects of stimulus intensity on tone dis-
crimination, we evaluated classifier accuracy based on
responses to tones presented at different intensities within 10
dB ranges (Fig. 7). For subject R180, whose frequency–inten-
sity receptive fields are shown in Figure 2, classifier accuracy
peaked at about 55–60% and, similar to earlier classification
analyses, was maximal early in the response (Fig. 7, top left
panel). Classification accuracy and its time course were
similar when responses to tones presented at different intensi-
ties were examined (color lines in Fig. 7).

Similarity in classification performance at different stimulus
intensities does not, however, conclusively demonstrate that
activity within PLST contains sufficient information to decode
tone frequency. That is, because it is possible that different
response features are used for the representation of frequency
at multiple intensities. A more powerful demonstration of
classification based solely on stimulus frequency would be to
train the classifier on neural responses randomly sampled
from trials of all intensities (21–61 dB SPL), and test classifier
performance on trials also randomly selected across intensi-
ties. Therefore, the classifier is blinded to stimulus intensity
and can only be making discriminations based on stimulus
frequency.

Importantly, when the classifier was trained and tested on
tones culled from random intensity trials, overall accuracy re-
mained essentially unchanged (black line in Fig. 7, top left
panel). This finding indicates that PLST contains enough
information to discriminate pure-tone frequencies regardless

Figure 5. Tone classification analysis based on cortical high gamma ERBP. (A) Classification accuracy for the 6 pure-tone stimuli (0.25, 0.5, 1, 2, 4, and 8 kHz) as a function of
time window in the 6 subjects implanted in the left hemisphere. Circles indicate maximum classification accuracy in each subject. (B) Classification accuracy for the 6 pure-tone
stimuli as a function of time window in the 7 subjects implanted in the right hemisphere. (C) Maximum classification accuracy for recordings from left- and right-hemisphere
cases. Gray circles correspond to performance maxima in individual subjects; white circles are mean values, error bars correspond to 95% confidence intervals. (D) Classification
accuracy over time. Circles indicate mean values; error bars represent 95% confidence intervals. Dashed lines indicate chance performance (16.7% for 6 frequencies).

Figure 6. Classification accuracy based on the data from a representative subject
(R153), and data averaged across the 13 subjects (left and right panels,
respectively), measured in time intervals of the highest overall classification
performance (indicated by circles in Fig. 4A,B). (A) Classification confusion matrices.
(B) A/B pairwise classification.
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of intensity. Further, detailed examination showed that re-
cording sites that contributed most to the performance of the
classifier in this test (as determined by classifier weights)
were typically those that demonstrated maximal excitation
by a specific frequency across stimulus intensities (data not
shown).

Both confusion and pairwise classification matrices contin-
ued to show that errors were not random and were most
likely to occur to the next nearest neighbor in frequency
(Fig. 7, inset). While performance was not as optimal as that
shown for subject R180 in other subjects examined using this
paradigm (Fig. 7, bottom row), they all showed above-chance
performance when tone frequencies were collapsed across in-
tensities (P < 0.05, 1-sided Wilcoxon signed-rank test). Mean
peak discrimination accuracy was 37.1%, with a 95% confi-
dence interval of 24.3–50.0% (chance = 16.7%). Responses ex-
hibited the greatest specificity in the early time intervals
following tone onset. Averaged across the 5 subjects over time,
classifier performance peaked at 100–150 ms interval. Thus,
although the spectral sensitivity of responses recorded from
individual brain sites varied as a function of stimulus intensity,
there is sufficient information in the responses distributed
across PLST to enable the classifier to identify spectral infor-
mation in a manner that is largely insensitive to differences in
stimulus intensity.

Discussion

Summary of Findings
This study demonstrates that auditory cortex overlying the
PLST is strongly activated by pure-tone stimuli and that acti-
vation patterns vary as a function of stimulus frequency. This
activation occurs along a restricted portion of PLST, adjacent
to the TTS. While responses at individual sites exhibit fre-
quency selectivity, they are typically broadly tuned at supra-
threshold levels. In several subjects, spatial organization of

frequency selectivity demonstrated a tonotopic pattern with
mirror-image gradients centered on a low-frequency respon-
sive region. As a rule, however, spectral organization is rep-
resented by clustered response patterns, wherein low- and
high-frequency tones maximally activate different sites
without clear spatially patterned frequency gradients. Regard-
less of the specific spatial pattern, classification analysis con-
sistently yields above-chance performance, indicating that
activity along PLST contains information that is sufficient to
differentiate the pure tones that were presented in these
experiments. Errors in classifier performance are most com-
monly biased toward a next nearest neighbor to the presented
tone. Maximum accuracy is typically achieved at around 100–
150 ms after stimulus onset and gradually declines. The
broadening of spectral specificity over time occurs as regions
initially responsive to a narrow range of frequencies become
activated by a broader range of tones. This feature is particu-
larly prominent for sites initially selectively activated by high-
frequency tones. Classifier performance is largely unaffected
by changes in stimulus intensity over a 40 dB range, and we
observed no significant difference between classification
results in left-sided and right-sided PLST recordings.

Tuning Characteristics of PLST
A major advantage of examining high gamma activity in the
ECoG is its positive correlations with both spiking activity and
hemodynamic responses (Nir et al. 2007; Steinschneider et al.
2008; Whittingstall and Logothetis 2009). This enables high
gamma activity measurements to serve as a bridge between
different research techniques and facilitates comparisons
across studies performed using different methodological ap-
proaches. Although it is difficult to extrapolate tuning charac-
teristics as measured by high gamma ECoG activity to those
obtained from single units, the broad tuning on PLST is in
contrast to sharper tuning observed in the primary auditory
cortex of humans estimated from single-unit recordings
(Howard et al. 1996; Bitterman et al. 2008). Our results also

Figure 7. Frequency discrimination accuracy across stimulus intensities. Classification accuracy for the 6 pure-tone stimuli (0.25, 0.5, 1, 2, 5.04, and 8 kHz) is plotted as a
function of time window for trials presented at different intensities. Circles indicate maximum classification accuracy for each intensity condition. Data from 5 subjects are
shown. Inset: Classification confusion matrix (left) and pairwise classification accuracy (right) for stimulus intensities between 21 and 61 dB SPL in subject R180 for the time
interval of peak classification performance (75–125 ms after stimulus onset).
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differ from the sharp tuning identified using similar ECoG
measures in the monkey primary auditory cortex (Brosch
et al. 2002; Steinschneider et al. 2008). On the other hand,
the current finding is in concordance with more complex and
broadly tuned responses observed in lateral nonprimary areas
using similar ECoG measures in humans (Pasley et al. 2012)
and single-unit responses in nonhuman primates (Recanzone
et al. 2000; Rauschecker and Tian 2004).

Common to PLST were tuning curves characterized by
responses restricted to higher frequencies at low intensities
and a broadening of excitation at higher intensities (e.g.
Fig. 2, site X). This property is typical of many tuning curves
seen in the primary auditory cortex of nonhuman primates
and cats (e.g. Recanzone et al. 2000; Sutter 2000). Future
work with frequencies beyond 8 kHz will be required to more
accurately characterize the shape of frequency–intensity
receptive fields and to determine whether the broadening
of excitation is symmetric or asymmetric around the best
frequency.

An additional common shape observed at sites on PLST
was characterized by a shift in tuning specificity toward lower
frequencies at higher intensities (e.g. Fig. 2, site Y). This
shape resembles the “slant-lower” tuning curve profile de-
scribed in single-unit recordings in A1 in the anesthetized cat
(Sutter 2000). Similar patterns have been reported from core
fields A1 and R, and caudomedial belt field CM in the awake
macaque (cf. Figs 4 and 7 in Recanzone et al. 2000). Another
frequency–intensity receptive field shape commonly observed
was characterized by multiple peaks of spectral sensitivity at
both lower and higher intensities. This mixed multipeaked
pattern is uncommon in A1 (Sutter 2000). Our protocol was
not designed to test whether multiple peaks observed in
these cases were harmonically related based upon limited
number of tone frequencies tested. Finally, the circumscribed
pattern, commonly observed in the primate primary auditory
cortex (Sadagopan and Wang 2010), was not seen in our data
set.

Relationship to Functional Neuroimaging Studies
Previous attempts to characterize the spectral response prop-
erties of PLST using fMRI have led to contradictory results.
Our findings are incompatible with the conclusion that PLST
does not respond differentially to pure tones of different fre-
quencies (Formisano et al. 2003; Lewis et al. 2009). In other
studies, the spectral organization of PLST was examined as a
component of a larger analysis focusing on frequency selectiv-
ity within the superior temporal plane (Talavage et al. 2004;
Humphries et al. 2010). Both studies observed a small
anterior-to-posterior gradient of frequency sensitivity from
high to low frequencies, respectively. These observations may
reflect a portion of the mirror-image gradients occasionally
observed in the present study. Another study (Woods et al.
2010) has identified frequency selectivity on PLST that might
represent a functional imaging analog of the more general
organizational principles identified in the current electro-
physiological study; individual sites were frequency selective
but there was no obvious spatial pattern correlating frequency
selectivity with location along PLST. Our findings did not
confirm the dorsal-to-ventral spatial orientation of tonotopic
patterns on the lateral STG reported by Striem-Amit et al.
(2011) using fMRI mapping techniques.

The present study using direct intracranial recording
methods identified several organizational features that should
be considered when interpreting the findings from fMRI
studies.

First, the manner in which spectral information is rep-
resented in the brain responses recorded from different PLST
sites changes rapidly over time following stimulus onset. Ex-
isting fMRI techniques cannot resolve the changing activation
patterns with this degree of temporal resolution, and the
likely result is a spectral “blurring” of blood oxygen level-
dependent (BOLD) signal responses. The BOLD signal there-
fore may not capture the spectral sensitivity of the earliest
portion of the neural response. Secondly, we did not identify
a single spatially organized, spectrally specific, response
pattern that could characterize all subjects. This would con-
found the interpretation of fMRI studies trying to identify a
unified organizational scheme. Thirdly, variations in tone se-
lectivity based on the stimulus level (particularly at the loud
levels typically utilized in fMRI paradigms), stimulation para-
digm (e.g. pure-tone vs. frequency sweep stimuli, continuous
vs. sparse acquisition), and background environment can
potentially obscure underlying organization. All these factors
may have contributed to the differences between the current
data and those obtained using fMRI.

Relationship to Multifield Models of Auditory Cortex
Organization
One purpose of the current experiments was to provide
additional insights into what role the PLST cortex may play in
multifield models of human auditory cortex functional organ-
ization. These models reflect concepts derived from extensive
experimental work carried out in nonhuman primates that de-
monstrate the existence of multiple hierarchically organized
auditory fields distributed within core, belt, and parabelt cor-
tical regions (Kaas and Hackett 1998). Cytoarchitectonic
studies of the human auditory cortex offer different interpret-
ations for the place of PLST within the hierarchy of auditory
cortical fields. Some studies interpret it as a belt area (Gala-
burda and Sanides 1980; Fullerton and Pandya 2007), others
(e.g. Rivier and Clarke 1997) refer to it as a “downstream”

association cortex (i.e. parabelt), while Sweet et al. (2005) do
not include it in the core–belt–parabelt model altogether. An
analysis of the anatomical studies of human auditory cortex
concluded that no clear designation of PLST could be made
based on current evidence (Hackett 2007).

In the setting of experimental animal research, individual
fields are defined by the combinations of field-specific fea-
tures, including gross anatomical location, cytoarchitectonics,
spatial orientation relative to other fields, connectivity pat-
terns, and functional properties of the populations of neurons
distributed throughout a field. Limitations inherent to human
subject research preclude using the exact same powerful
experimental methods to precisely define and compare audi-
tory field homologies across primate species. It is possible,
however, to make certain inferences based on experimental
evidence that can be safely collected in humans. In reference
to PLST, we know from earlier work that the functional prop-
erties of this cortical region differ markedly from the proper-
ties of core auditory cortex located on posterior-medial HG
(Howard et al. 2000; Brugge et al. 2008). These studies lead
to the conclusion that area PLST is comprised of noncore

Cerebral Cortex February 2014, V 24 N 2 349

 at U
niversity of Iow

a L
ibraries/Serials A

cquisitions on January 15, 2014
http://cercor.oxfordjournals.org/

D
ow

nloaded from
 

http://cercor.oxfordjournals.org/
http://cercor.oxfordjournals.org/


auditory cortex positioned lateral to the known core cortex.
Because grid recording arrays are not placed on the superior
temporal plane within the Sylvian fissure, it is not technically
feasible to create fine spatial grain maps of the expanse of
planum temporale cortex located between known core cortex
(posteromedial HG) and PLST. This precludes directly
mapping any boundaries that may exist within the planum
temporale demarcating transitions between core, belt, and
possibly parabelt fields.

Another criterion—functional connectivity between audi-
tory fields—cannot be directly extrapolated from experimental
animal studies that were performed using histological tract
tracing methods. In human subjects, electrical stimulation
tract tracing methods have been used to show that short
latency functional connections exist between posterior-medial
HG (core cortex) and sites within PLST (Brugge et al. 2003).
However, this method is not capable of resolving whether the
observed functional connection represents the activation of
mono- or polysynaptic pathways.

The current finding in some subjects of a mirror-image to-
notopic pattern of frequency representation within PLST in
response to pure-tone stimuli is similar to the patterns ob-
served in the nonhuman primate lateral belt cortex
(Rauschecker and Tian 2004). For the reasons described
above, there is insufficient experimental information to defini-
tively assign field homology. However, the current obser-
vations of robust, spectrally selective responses to pure-tone
stimuli within a circumscribed region of the lateral cortex,
combined with earlier findings of short latency functional
connections with core cortex are consistent with PLST occu-
pying a relatively early stage in hierarchical models of the
multifield processing of auditory information.

Ongoing studies address these issues by combining preo-
perative fMRI mapping with direct intracranial recordings in
the same subjects. By determining relationships between
BOLD signal changes and direct electrophysiological record-
ings, and making use of the unrestricted spatial sampling
capacity of MRI techniques, a combined approach has the
potential to enhance our ability to define human auditory
cortex fields and their boundaries (Chevillet et al. 2011). The
presence and topographic patterns of pure-tone responses re-
corded from PLST will be a key physiological feature, facilitat-
ing the reliable identification of specific auditory fields in
individual subjects.

Spatiotemporal Representation of Frequency
The cortical spatial patterns of frequency representation
within PLST change as a function of the time period examined
following stimulus onset. Recordings from individual brain
sites show that the greatest degree of spectral selectivity is dis-
played during the initial portions of the response. Later in the
response, stimuli with a broader range of frequencies evoke
increases in gamma-band power. This pattern of changing
spectral specificity within cortical sites over time may reflect
integrative cortical processes that are also engaged when
humans hear more spectrally complex acoustic stimuli, such
as vowels containing multiple formants. Additional exper-
imental studies designed specifically to investigate this inte-
grative process, and its relevance to speech sound processing,
are underway.

Psychophysical studies demonstrate that, as tone intensity
decreases, difference limens increase (Wier et al. 1977). From
these perceptual studies, one might expect concordant phys-
iological changes in brain activation patterns. We found that
classification performance was stable over a 40-dB range of
stimulus intensities. However, difference limens are much
smaller than the spectral separations of the tones used in this
study. Therefore, we would be unable to identify the under-
lying physiological correlates of intensity-related changes in
difference limens with the paradigm used in this study.

Left- Versus Right-Hemispheric Processing
There was no significant difference in classifier performance
between left- and right-sided PLST subjects. This suggests that
high gamma activity evoked within PLST in the 2 hemi-
spheres contains the comparable levels of information about
the frequency of the pure-tone stimuli that were delivered.
This finding is compatible with current models of auditory
cortical processing positing that PLST on both hemispheres is
involved in acoustic-to-phonetic transformations (Poeppel
et al. 2008; Hickok 2009). This model stipulates that both
hemispheres support accurate representation of the spectro-
temporal attributes of the acoustic signal (Pasley et al. 2012).
The bilateral representation of tone frequency information
within PLST is consistent with this model. It has also been
hypothesized that nonprimary auditory cortex on the left
hemisphere plays a specialized role in the processing of
acoustic stimulus features contained within shorter time
epochs (e.g. speech formant transitions), whereas the same
regions on the right hemisphere are preferentially involved in
the processing of slower spectral features (e.g. those charac-
terizing vowels and speech prosody; Poeppel 2001; Zatorre
and Belin 2001; Zatorre et al. 2002; Boemio et al. 2005;
Zatorre and Gandour 2008). The acoustic stimuli used in the
current experiments were not designed to examine the type
of hemispheric asymmetry in temporal sampling posited by
this theory. Future work using electrophysiological measures
will be required to assess whether differences in hemispheric
processing at the level of PLST can be identified.

Intersubject Variability
Data obtained from individual subjects exhibited variability in
spatial patterns of tone-elicited responses and in results ob-
tained from classification analysis. There are many potential
explanations for this variability, including differences in corti-
cal anatomy across subjects and the locations of electrodes in
individual subjects. For example, anatomically defined PLST
is in direct continuity with the cortex of the superior temporal
plane, a brain region from which recordings were not ob-
tained. It is possible that a specific nonprimary auditory corti-
cal field that is present on PLST in some subjects is confined
to the immediately adjacent superior temporal cortex in other
subjects. In this case, if an auditory field is tonotopically orga-
nized, surface recording arrays would only detect the tonoto-
pic pattern in subjects with the field located on PLST.

Classification accuracy of pure-tone stimuli varied widely
across subjects, with maximum performance ranging from
about 30% to 60%. Another potential source of variability was
the type of classification analysis employed in the study.
Here, we made use of high gamma ERBP values measured
within discrete time bins. Future studies using alternative
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approaches, such as methods incorporating temporally dis-
tributed high gamma activity (e.g. Pasley et al. 2012) or lower
frequency evoked components of the ECoG (e.g. Chang et al.
2010), may enhance accurate decoding of stimulus frequency
and provide additional insights into the functional organiz-
ation of PLST.

Another important consideration is subject attention, which
is known to influence cortical processing within nonprimary
auditory cortex (Mesgarani and Chang 2012). This variable is
not optimally controlled during passive listening, and exper-
iments specifically designed to address this issue are ongoing.
Also, the current experiments were performed in neurosurgi-
cal patients with medically intractable epilepsy. Auditory
cortex may be dysfunctional to varying degrees in these
patients (Boatman and Miglioretti 2005), and antiepileptic
medications may also affect the brain functions being studied.
Although there are many possible etiologies for the observed
intersubject variability, these would not explain the strongly
positive findings that we consistently observed across sub-
jects. Finally, although no significant correlation was found
between classification accuracy and verbal comprehension
index scores, the variability of spatial response patterns and
classification accuracy may also be related to differences in
auditory processing skills that we did not test.
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