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Successful categorization of phonemes in speech requires that the brain analyze the acoustic signal along
both spectral and temporal dimensions. Neural encoding of the stimulus amplitude envelope is critical
for parsing the speech stream into syllabic units. Encoding of voice onset time (VOT) and place of
articulation (POA), cues necessary for determining phonemic identity, occurs within shorter time frames.
An unresolved question is whether the neural representation of speech is based on processing mecha-
nisms that are unique to humans and shaped by learning and experience, or is based on rules governing
general auditory processing that are also present in non-human animals. This question was examined by
comparing the neural activity elicited by speech and other complex vocalizations in primary auditory
cortex of macaques, who are limited vocal learners, with that in Heschl’s gyrus, the putative location of
primary auditory cortex in humans. Entrainment to the amplitude envelope is neither specific to humans
nor to human speech. VOT is represented by responses time-locked to consonant release and voicing
onset in both humans and monkeys. Temporal representation of VOT is observed both for isolated syl-
lables and for syllables embedded in the more naturalistic context of running speech. The fundamental
frequency of male speakers is represented by more rapid neural activity phase-locked to the glottal
pulsation rate in both humans and monkeys. In both species, the differential representation of stop
consonants varying in their POA can be predicted by the relationship between the frequency selectivity
of neurons and the onset spectra of the speech sounds. These findings indicate that the neurophysiology
of primary auditory cortex is similar in monkeys and humans despite their vastly different experience
with human speech, and that Heschl's gyrus is engaged in general auditory, and not language-specific,
processing.
This article is part of a Special Issue entitled “Communication Sounds and the Brain: New Directions and
Perspectives”.
© 2013 Elsevier B.V. All rights reserved.

1. Introduction
1.1. Complexity of phonemic perception

The ease with which speech is perceived underscores the
refined operations of a neural network capable of rapidly decod-
ing complex acoustic signals and categorizing them into mean-
ingful phonemic sequences. A number of models have been
devised to explain how phonemes are extracted from the
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magnetoencephalographic; MUA, multiunit activity; POA, place of articulation;
SRCSD, summed rectified current source density; STG, superior temporal gyrus;
tBMF, temporal best modulation frequency; VOT, voice onset time
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continuous stream of speech (e.g., McClelland and Elman, 1986;
Church, 1987; Pisoni and Luce, 1987, Stevens, 2002). Common to
all these models is the recognition that phonemic perception is a
categorization task based on sound profiles derived from a
multidimensional space encompassing numerous acoustic fea-
tures unfolding over time (Holt and Lotto, 2010). Features are all
characterized by acoustic parameters that vary along intensity,
spectral, and temporal dimensions. Increased intensity, especially
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in the low to mid-frequency ranges, helps to distinguish vowels
from consonants (McClelland and Elman, 1986; Stevens, 2002).
Distinct spectral (formant) patterns during these periods of
increased intensity promote accurate vowel identification
(Hillenbrand et al., 1995).

The temporal dimension of phonemic categorization has
received increased attention in recent years. An influential proposal
posits that speech perception occurs over several overlapping time
scales (e.g., Poeppel et al., 2008, 2012; Giraud and Poeppel, 2012).
Syllabic analyses occur within a time frame of about 150—300 m,
and correlate with the amplitude envelope of speech. Speech
comprehension remains high even when sentence fragments are
time-reversed in 50 ms bins, and only becomes severely degraded
when time-reversals occur at frequencies overlapping those of the
speech envelope (Saberi and Perrott, 1999). Furthermore, temporal
smearing of the speech envelope leads to significant degradation in
the intelligibility of sentences only at frequencies commensurate
with the speech envelope (Drullman et al., 1994).

More refined acoustic feature analyses are performed within
shorter temporal windows of integration that vary between about
20 and 80 m. Segmentation of speech within this range is critical for
phonetic feature encoding, especially for shorter duration conso-
nants. Times at which rapid temporal and spectral changes occur
are informationally rich landmarks in the speech waveform
(Stevens, 1981, 2002). Both the spectra and formant transition
trajectories occurring at these landmarks are crucial for accurate
identification of true consonants such as the stops (Kewley-Port,
1983; Walley and Carrell, 1983; Alexander and Kluender, 2009).
Voice onset time (VOT), the time between consonant release and
the onset of rhythmic vocal cord vibrations, is a classic example of
rapid temporal discontinuities that help to distinguish voiced
consonants (e.g., /b/, /d/, and /g/) from their unvoiced counterparts
(e.g., [p/, /t/, and [K/) (e.g., Lisker and Abramson, 1964; Faulkner and
Rosen, 1999). Indeed, when semantic information is lacking, lis-
teners of time-reversed speech have significant comprehension
difficulties at the shorter temporal intervals required for phonetic
feature encoding (Kiss et al., 2008).

1.2. Complexity of neural networks supporting phonetic processing

Early stations in the human auditory system are exquisitely
tuned to encode speech-related acoustic features. Population
brainstem responses accurately represent the intensity, spectrum,
and temporal envelope of speech sounds (Chandrasekaran et al.,
2009; Anderson and Kraus, 2010). Magnetoencephalographic
(MEG) responses reflect consonant place of articulation (POA)
within 50 ms after sound onset (Tavabi et al., 2007), and within
100 ms, responses differentiate intelligible versus unintelligible
speech (Obleser et al., 2006). Neural responses obtained from
intracranial recordings in Heschl’s gyrus (HG), the putative location
of primary auditory cortex in humans (Hackett et al., 2001),
demonstrate categorical-like changes to syllables that vary in their
VOT in a manner that parallels perception (Steinschneider et al.,
1999, 2005). Spectrotemporal receptive fields derived from single
unit activity in HG elicited by one portion of a movie soundtrack
dialog can accurately predict response patterns elicited by a
different portion of the same dialog (Bitterman et al., 2008). Finally,
both MEG responses and responses obtained from invasive re-
cordings within HG have shown that accurate tracking of the
speech envelope degrades in parallel with the ability to perceive
temporally compressed speech (Ahissar et al., 2001; Nourski et al.,
2009; see also Peelle et al., 2013). These observations lend support
to the conclusion that “acoustic—phonetic features of the speech
signal such as voicing, spectral shape, formants or amplitude
modulation are made accessible by the computations of the

ascending auditory pathway and primary auditory cortex” (Obleser
and Eisner, 2008, p. 16).

1.3. Plasticity of phonetic perception and neural function

An important and unresolved question is whether the repre-
sentation of acoustic features of speech in the brain is based on
neural processing mechanisms that are unique to humans and
shaped by learning and experience with an individual’s native
language. The role of experience in modifying auditory cortical
physiology is prominently observed during early development. The
appearance of the mismatch negativity component of the event-
related potential becomes restricted to native-language phonemic
contrasts by 7% months of age (Kuhl and Rivera-Gaxiola, 2008).
Better native language-specific responses predict enhanced lan-
guage skills at two years of age. The emergence of new event-
related potentials that parallel developmental milestones in
speech processing provides an additional example of neural cir-
cuitry changes derived from language experience (Friederici, 2005).
In adults, both gray matter volume of primary auditory cortex and
the amplitude of short-latency auditory evoked potentials gener-
ated in primary auditory cortex are larger in adult musicians than in
musically-naive subjects (Schneider et al., 2002). Recordings from
animal models that are complex vocal learners such as songbirds
also demonstrate pronounced modifications that occur in auditory
forebrain processing of sound based on developmental exposure to
species-specific vocalizations (e.g., Woolley, 2012). In sum, it re-
mains unclear how “special” or unique in mammalian physiology
human primary auditory cortex is with regard to decoding the
building blocks of speech.

1.4. Cortical bases of speech perception: is human primary auditory
cortex special?

Here, we examine this question by comparing the neural activity
elicited by speech in primary auditory cortex (A1) of macaque
monkeys, who are limited vocal learners, with that in HG of
humans, who are obviously expert vocal learners (Petkov and
Jarvis, 2012). Neural activity from human primary auditory cortex
was acquired during intracranial recordings in patients undergoing
surgical evaluation for medically intractable epilepsy. Measures
included averaged evoked potentials (AEPs) and event-related-
band-power (ERBP) in the high gamma (70—150 Hz) frequency
range. Comparable population recordings were performed in the
macaques. Measures included AEPs, the derived current source
density (CSD), and multiunit activity (MUA). The focus of this report
will be on clarifying the neural representation of acoustic features
of speech that vary along both temporal and spectral dimensions.
Some of the results represent a summary of previous studies from
human and monkey primary auditory cortex. The remainder of the
results represents new data that extend the previous findings. If
perceptually-relevant features of speech are encoded similarly in
humans and monkeys, then it is reasonable to conclude that human
primary auditory cortex is not special.

2. Materials and methods
2.1. Monkey

2.1.1. Subjects

Results presented in this report represent neurophysiological
data obtained from multiple male monkeys (Macaca fascicularis)
that have been accumulated over many years. During this time,
there have been gradual changes in methodology. The reader is
referred to the cited publications for methodological details (i.e.,
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Fig. 3, Steinschneider et al., 2003; six subjects; Fig. 8, Steinschneider
and Fishman, 2011; four subjects). Methods described here refer to
studies involving two monkey subjects whose data are reported for
the first time in this paper (Figs. 1, 4 and 6) (see Fishman and
Steinschneider, 2012 for methodological details). For all monkey
subjects, data were obtained from A1 in both hemispheres, and no
significant laterality effects were appreciated. All experimental
procedures were reviewed and approved by the AAALAC-
accredited Animal Institute of Albert Einstein College of Medicine
and were conducted in accordance with institutional and federal
guidelines governing the experimental use of primates. Animals
were housed in our AAALAC-accredited Animal Institute under
daily supervision of laboratory and veterinary staff. They were
routinely provided with recommended environmental enrichment
protocols and regular use of expanded-size exercise units. Animals
were acclimated to the recording environment and trained while
sitting in custom-fitted primate chairs prior to surgery.

2.1.2. Surgical procedure

Under pentobarbital anesthesia and using aseptic techniques,
holes were drilled bilaterally into the dorsal skull to accommodate
matrices composed of 18-gauge stainless steel tubes glued together
in parallel. The tubes helped guide electrodes toward A1l for
repeated intracortical recordings. Matrices were stereotaxically
positioned to target Al. They were oriented at a 30° anterior—
posterior angle and with a slight medial—lateral tilt in order to
direct electrode penetrations perpendicular to the superior surface
of the superior temporal gyrus, thereby satisfying one of the major

technical requirements of one-dimensional CSD analysis (Miiller-
Preuss and Mitzdorf, 1984; Steinschneider et al., 1992). Matrices
and Plexiglas bars, used for painless head fixation during the re-
cordings, were embedded in a pedestal of dental acrylic secured to
the skull with inverted bone screws. Peri- and post-operative
antibiotic and anti-inflammatory medications were always
administered. Recordings began no earlier than two weeks after
surgery, thus allowing for adequate post-operative recovery.

2.1.3. Stimuli

Stimuli used in this study included pure tones, consonant—
vowel (CV) syllables varying in their VOT or POA, monkey vocali-
zations, and words. The pure tones were generated and delivered at
a sample rate of 48.8 kHz by a PC-based system using an RX8
module (Tucker-Davis Technologies). Frequency response functions
(FRFs) based on pure tone responses characterized the spectral
tuning of the cortical sites. Pure tones used to generate the FRFs
ranged from 0.15 to 18.0 kHz, were 200 ms in duration (including
10 ms linear rise/fall ramps), and were pseudo-randomly presented
with a stimulus onset-to-onset interval of 658 ms. Resolution of
FRFs was 0.25 octaves or finer across the 0.15—18.0 kHz frequency
range tested.

In the two newest subjects, stimuli were presented from a free-
field speaker (Microsatellite; Gallo) located 60° off the midline in
the field contralateral to the recorded hemisphere and 1 m away
from the animal’s head (Crist Instruments). Sound intensity was
measured with a sound level meter (type 2236; Bruel and Kjaer)
positioned at the location of the animal’s ear. The frequency
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Fig. 1. Representation of the temporal envelope of monkey vocalizations in monkey A1l. A. Frequency response functions describing the spectral selectivity of the studied multiunit
cluster. Left panel: responses to 60 dB SPL tones, presented at frequencies between 0.15 and 5 kHz. Right panel: responses to tones, presented at intensities ranging from 40 to 70 dB
SPL, and frequencies between 0.15 and 0.8 kHz. B. Top row: Stimulus waveforms (gray) and temporal envelopes (black) of the three vocalizations. Bottom row: Stimulus spec-
trograms. C. MUA recorded from lower lamina 3. Numbers indicate peak values of the cross-correlograms between vocalization envelopes and MUA.
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Fig. 2. Representation of the temporal envelope of speech in human auditory cortex. Data set from Nourski et al. (2009). A. Location of the recording contact (open circle). MRI
surface rendering of the superior temporal plane and tracing of the MRI cross section (dashed line) are shown in the top and bottom panels, respectively. HG, Heschl’s gyrus; HG2,
second transverse gyrus, PP, planum polare; PT; planum temporale; ats, anterior temporal sulcus; is, intermediate sulcus; hs, Heschl's sulcus; sf, Sylvian fissure. B. Top row: Stimulus
waveforms (gray) and temporal envelopes (black) of the two speech sentences. Bottom row: Stimulus spectrograms. C. Responses to the speech sentences. AEP waveforms, ERBP
time—frequency plots and high gamma ERBP waveforms are shown in the top, middle and bottom row, respectively. Vertical bars in ERBP time—frequency plots indicate high
gamma frequency range. Numbers indicate peak values of the cross-correlograms between stimulus envelopes and AEP and high gamma ERBP waveforms. Negative voltage of the

AEPs is plotted upwards.

response of the speaker was essentially flat (within +5 dB SPL) over
the frequency range tested. In other subjects, sounds were pre-
sented from a dynamic headphone (MDR-7502; Sony) coupled to a
60-cc plastic tube that was placed against the ear contralateral to
the recording site.

CV syllables (175 ms duration) varying in their VOT (0, 20, 40
and 60 ms VOT) were generated at the Haskins Laboratories (New
Haven, CT). Details regarding their acoustic parameters and pre-
sentation hardware and software can be found in Steinschneider
et al. (2003). Syllables varying along their POA were constructed
on the parallel branch of a KLSYN88a speech synthesizer, contained
4 formants, and were also 175 ms in duration. Details can be found
in Steinschneider and Fishman (2011). Macaque vocalizations were
kindly provided by Dr. Yale Cohen. Words and other assorted
environmental stimuli were obtained as freeware from various sites
on the Internet. The monkey vocalizations, words, and other
environmental sounds were edited to be 500 ms in duration, down-
sampled to 24,414 Hz, and presented via the Tucker-Davis Tech-
nologies software and hardware described above.

2.14. Neurophysiological recordings

Recordings were conducted in an electrically shielded, sound-
attenuated chamber. Monkeys were monitored via closed-circuit
television. The two newest subjects performed a simple auditory
discrimination task to promote attention to the sounds during the
recordings. The task involved release of a metal bar upon detection
of a randomly presented noise burst interspersed among the test

stimuli. To further maintain subjects in an alert state, an investi-
gator entered the recording chamber and delivered preferred treats
to the animals prior to the beginning of each stimulus block.

Neural population measures were examined. Recordings were
performed using linear-array multi-contact electrodes comprised
of 16 contacts, evenly spaced at 150 um intervals (U-Probe; Plexon).
Individual contacts were maintained at an impedance of about
200 kQ. An epidural stainless-steel screw placed over the occipital
cortex served as the reference electrode. Neural signals were
band-pass filtered from 3 Hz to 3 kHz (roll-off 48 dB/octave), and
digitized at 12.2 kHz using an RA16 PA Medusa 16-channel pre-
amplifier connected via fiber-optic cables to an RX5 data acquisi-
tion system (Tucker-Davis Technologies). Local field potentials time-
locked to the onset of the sounds were averaged on-line by
computer to yield AEPs. CSD analyses characterized the laminar
pattern of net current sources and sinks within A1 generating the
AEPs. CSD was calculated using a 3-point algorithm that approx-
imates the second spatial derivative of voltage recorded at each
recording contact (Freeman and Nicholson, 1975). To derive MUA,
signals were simultaneously high-pass filtered at 500 Hz (roll-off
48 dB/octave), full-wave rectified, and then low-pass filtered at
520 Hz (roll-off 48 dB/octave) prior to digitization and averaging
(see Super and Roelfsema, 2005 for a methodological review).
MUA is a measure of the envelope of summed action potential
activity of neuronal ensembles within a sphere estimated to be
about 100 pm in diameter (Brosch et al, 1997; Supeér and
Roelfsema, 2005).
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Fig. 4. Representation of temporal features of a spoken word (“welcome”, articulated
by a male speaker) in monkey Al. A. Stimulus waveform (left) and spectrogram (right).
B. CSD and MUA plots (left and right column, respectively) recorded at five laminar
depths, as indicated. Numbers indicate peak values of the cross-correlograms between
stimulus envelopes and response waveforms. Dashed line indicates the timing of the
response to the onset of the consonant [k/.

Positioning of electrodes was guided by on-line examination of
click-evoked AEPs. Experimental stimuli were delivered when the
electrode channels bracketed the inversion of early AEP compo-
nents and when the largest MUA and initial current sink (see
below) were situated in the middle channels. Evoked responses to
~40 presentations of each pure tone stimulus were averaged with
an analysis time of 500 ms (including a 100-ms pre-stimulus
baseline interval). The best frequency (BF) of each cortical site
was defined as the pure tone frequency eliciting the maximal MUA
within a time window of 10—75 m post-stimulus onset (Fishman
and Steinschneider, 2009). Following determination of the BF, test
stimuli were presented and averaged with an analysis time of
700 ms.

At the end of the recording period, monkeys were deeply
anesthetized with sodium pentobarbital and transcardially
perfused with 10% buffered formalin. Tissue was sectioned in the
coronal plane (80 um thickness) and stained for Nissl substance to
reconstruct the electrode tracks and to identify A1 according to
previously published physiological and histological criteria (e.g.,
Morel et al., 1993). Based on these criteria, all electrode penetra-
tions considered in this report were localized to Al, though the
possibility that some sites situated near the lower-frequency
border of A1 were located in field R cannot be excluded.

2.1.5. General data analysis

CSD profiles were used to identify the laminar locations of the
recording sites (e.g., Steinschneider et al., 1992, 1994; Fishman and
Steinschneider, 2009). Typically, the laminar profile would include:
1) aninitial current sink in lower lamina 3/lamina 4 that is balanced
by more superficial and deep sources, 2) a slightly later supra-
granular sink that is maximal in more superficial depths of lamina
3, and 3) a more superficial current source in laminae 1/2 that is
concurrent with the supragranular sink. MUA was normalized to
baseline values occurring prior to stimulus onset before analysis.
Details of analyses relevant for each data set are presented in the
Results.
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voiceless consonants, respectively. Gray horizontal lines represent the VOT aligned
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2.2. Human

2.2.1. Subjects

Subjects were neurosurgical patients diagnosed with medically
refractory epilepsy and undergoing chronic invasive electrocorti-
cogram (ECoG) monitoring to identify seizure foci prior to resection
surgery. Newly presented data (Figs. 5, 7 and 9) were obtained from
the right hemispheres of two male subjects [ages 40 (R154) and 41
(R212)]. Data illustrated in Figs. 5 and 7 were obtained from subject
R154, a subject who was included in a previous study related to
processing of compressed speech (Nourski et al., 2009). Data pre-
sented in Fig. 2 represents newly illustrated results from this latter
manuscript. Data presented in Fig. 9 was obtained from subject
R212. Placement of the electrode arrays was based on clinical
considerations. Written informed consent was obtained from each
subject. Research protocols were approved by The University of
Iowa Institutional Review Board. All subjects underwent audio-
metric and neuropsychological evaluation before the study, and
none were found to have hearing or cognitive deficits that might
impact the findings presented in this study. All subjects were native
English language speakers. Clinical analysis of intracranial re-
cordings indicated that the auditory cortical areas on the superior
temporal gyrus (STG) were not involved in the generation of
epileptic activity in any of the subjects included in this study.

Each subject underwent whole-brain high-resolution T1-
weighted structural magnetic resonance imaging (MRI; resolution
0.78 x 0.78 mm, slice thickness 1.0 mm, average of 2) scans before
and after electrode implantation in order to determine recording
contact locations relative to the pre-operative brain images. Pre-
implantation MRIs and post-implantation thin-sliced volumetric
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Fig. 6. Representation of voice Fy in monkey Al. A. Stimulus waveform (syllable /da/).
B. Frequency response function describing spectral selectivity of MUA recorded in
lower lamina 3. Responses to pure tone stimuli (60 dB SPL) were normalized to the
maximum response. C. CSD and MUA (left and right column, respectively) recorded at
nine laminar depths (top to bottom plots). Cortical laminae and laminar boundaries are
indicated by numbers and horizontal lines on the left, respectively. See text for details.

computed tomography (CT) scans (in-plane resolution
0.51 x 0.51 mm, slice thickness 1.0 mm) were co-registered using a
3D linear registration algorithm (FMRIB Linear Image Registration
Tool; Jenkinson et al., 2002). Coordinates for each electrode contact
obtained from post-implantation CT volumes were transferred to
pre-implantation MRI volumes. Results were compared to intra-
operative photographs to ensure reconstruction accuracy.

Experiments were performed in a dedicated electrically shiel-
ded suite located within the Clinical Research Unit of the University
of lowa Institute for Clinical and Translational Science. The subjects
were reclining awake in a hospital bed or armchair during the
experiments.

2.2.2. Stimuli

Experimental stimuli were speech sentences “Black cars cannot
park” and “Black dogs can all bark” (Ahissar et al., 2001; Nourski
et al, 2009), consonant—vowel—consonant syllables /had/
(Hillenbrand et al., 1995), CV syllables /ba/, /ga/ and /da/ and 800,
1600, and 3000 Hz pure tones (Steinschneider and Fishman, 2011;
Steinschneider et al., 2011). Details concerning stimulus parameters
can be found in the cited papers. The experiments that used speech
sentences were a part of a larger study that investigated auditory



M. Steinschneider et al. / Hearing Research 305 (2013) 57—73 63

Stimulus waveform

F,=97 Hz 97 Hz 101 Hz 114 Hz 128 Hz }\H M 161 Hz

All-pass AEP

AN W S N

High-pass AEP

ERBP -10 EEH 10dB
§ 250 j
5] 1 N g b b =] b
2o ] 11 1y ke A" ] Wikid,m
5] k o ¢
g | § 4 . 1¢ {4 A
D R EE SRR SR ot A
(LLl) 0 1l.l % E T T T T T T T T T T T T T lvl T T T T T T T & T T T T T T T T

0 07 Time (0.1 s/div) R154-014#4
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cortical responses to time-compressed speech (Nourski et al.,
2009). To that end, the sentences were time-compressed to ratios
ranging from 0.75 to 0.20 of the natural speaking rate using an
algorithm that preserved the spectral content of the stimuli. A
stimulus set consisted of six presentations of a sentence: five time-
compressed versions of the sentence “Black cars cannot park”, and
a sixth stimulus, “Black dogs cannot bark”, which was presented
with a compression ratio of 0.75 as a target in an oddball detection
task to maintain an alert state in the subject. Only neural responses
elicited by the sentences presented at a compression ratio of 0.75
will be discussed in this report. The subjects were instructed to
press a button whenever the oddball stimulus was detected. All
other sounds were presented in passive-listening paradigms
without any task direction.

All stimuli were delivered to both ears via insert earphones
(ER4B; Etymotic Research) that were integrated into custom-fit
earmolds. The stimuli were presented at a comfortable level, typi-
cally around 50 dB above hearing threshold. The inter-stimulus
interval was 3 s for sentences and 2 s for all other stimuli. Stim-
ulus delivery and data acquisition were controlled by a TDT RP2.1
and RX5 or RZ2 real-time processor (Tucker-Davis Technologies).

2.2.3. Neurophysiologic recordings

Details of electrode implantation and data collection have been
described previously (Nourski et al., 2009; Reddy et al., 2010). In
brief, filtered (1.6—1000 Hz bandpass, 12 dB/octave rolloff) and
amplified (20x) ECoG data were digitally recorded (sampling rate
12,207 Hz) from custom-designed hybrid depth electrode arrays
(AdTech). The electrode arrays were implanted stereotactically into
HG, along its anterolateral to posteromedial axis. Electrodes con-
tained six platinum macro-contacts, spaced 10 mm apart, which
were used to record clinical data. Fourteen platinum micro-
contacts (diameter 40 pm, impedance 0.08—0.7 MQ), were
distributed at 2—4 mm intervals between the macro contacts and
were used to record intracortical ECoG data. The reference for the
micro-contacts was either a sub-galeal contact or one of the two
most lateral macro-contacts near the lateral surface of the superior
temporal gyrus. Reference electrodes, including those near the
lateral surface of the superior temporal gyrus, were relatively
inactive compared to the large amplitude activity recorded from
more medial portions of HG. All recording electrodes remained in
place for approximately 2—3 weeks under the direction of the pa-
tients’ physicians.

2.2.4. General data analysis

ECoG data obtained from each recording site were analyzed as
AEPs and, in the time—frequency plane, as ERBP. Data analysis was
performed using custom software written in MATLAB (MathWorks).
Pre-processing of ECoG data included downsampling to 1 kHz for
computational efficiency, followed by removal of power line noise
by an adaptive notch filtering procedure (Nourski et al., 2013).
Additionally, single-trial (peri-stimulus) ECoG waveforms with
voltage peaks or troughs greater than 2.5 standard deviations from
the mean were eliminated from the data set prior to further ana-
lyses. These waveforms would include sporadic activity generated
by electrical interference, epileptiform spikes, high-amplitude
slow-wave activity, or movement artifacts.

Time-domain averaging of single-trial ECoG epochs yielded the
AEP. Time—frequency analysis of the ECoG was performed using
transforms based on complex Morlet wavelets following the
approach of Oya et al. (2002) and Nourski et al. (2009). Center
frequencies ranged from 10 to 250 Hz in 5 Hz increments. ERBP was
calculated for each center frequency and time point on a trial-by-
trial basis, log-transformed, normalized to mean baseline power,
measured within a 100—200 ms window prior to stimulus onset,
and averaged across trials. We focused our ERBP analysis on the
high gamma frequency band ranging from 70 to 150 Hz.

Representation of the temporal stimulus envelope in the cortical
activity was quantified in the time domain using cross-correlation
analysis (Ahissar et al., 2001; Nourski et al., 2009). Peaks in cross-
correlograms were found at lags between 0 and 150 ms. The rep-
resentation of the VOT parameter in responses to speech sentences
was characterized by fragmenting the sentences into their
component words and re-plotting portions of the AEP and high
gamma ERBP waveforms time-locked to these words. The
frequency-following response to the voice fundamental was visu-
alized by high-pass filtering the AEP waveforms with a cutoff fre-
quency of 70 Hz using a 4th order Butterworth filter.

3. Results
3.1. Representation of temporal envelope
3.1.1. Monkey
Entrainment to the temporal envelope of vocalizations within

auditory cortex is specific neither to humans nor to human speech.
Fig. 1 demonstrates neural entrainment to the temporal envelope of



64 M. Steinschneider et al. / Hearing Research 305 (2013) 57—73
A Igal /da/
35 Illllllllllll'!l”
§3 lmmmm
=}
oL SLLLULTTELEEELL ]
2 ffo
w L .
0 100 200
Time (ms)
B BF = 0.9 kHz BF = 1.9 kHz BF=37kHz
o FATYAN
J\A A .NJ/'“’\
o My
\/ | 0.5 mV/mm? | 0 5 mV/mm2 | 1 mV/mm2
L 1 1 L 1 1 1 L 1 1 ] 1 1 1
0 100 200 100 100 200
Time (ms)
[0 1~ s -
C ¢
o 08¢ - L
o
§ 06 - -
5 04+ - -
8 02} - -
é 0 A [\/\ /\
£ v T 7~
2-0'2_ Lol LV ol ' C Ll Lol ' C Lol Lol Il
0.1 1 10 0.1 1 10 0.1 1 10
Frequency (kHz)
D BF = 0.9 kHz BF =1.9 kHz BF = 3.7 kHz
MUA
Ibal MWW
3 uv
/gal
3uv |3uv
/da/
L 1 1 I 1 1 L J L 1 1 1 L 1 L 1 I J L I 1 1 1 L 1 I 1 1 J
0 100 200 0 100 200 0 100 200
Time (ms)
E 3 i F _ 06 .
S 08 p < 0.0001 S 04r ..
@ E o2t ) .
o 06 3 0 ° .
e kel
0 04 . .
N 1oz Re=0.46
g 02 S o4l p <0.0001
2 o 06 L
Rank 3 Rank2 Rank1 -1 05 O 0.5 1 1.5

0.8 - 3 kHz (mV)

Fig. 8. Representation of POA in monkey A1. A. Stimulus spectrograms. B. Lower lamina 3 CSD waveforms elicited by /ba/, /ga/ and /da/, respectively. C. Frequency response functions
for MUA recorded at the three sites shown in panel B. D. MUA elicited at the three sites (left to right columns) by the three syllables (top to bottom rows). E. Average (normalized)
amplitude of responses to the three syllables ranked according to predictions based on responses to pure tones with frequencies corresponding to the spectral maxima of the
syllables. Data set from Steinschneider and Fishman (2011). Error bars indicate standard error of the mean. F. Correlation between responses to pure-tone and speech syllable
stimuli. Differences between MUA responses to 0.8 and 3.0 kHz pure tones are plotted against differences between MUA responses to syllables /ba/ and /da/. Data set from

Steinschneider and Fishman (2011).

three monkey vocalizations at a low BF location within A1. The left-
hand graph in Fig. 1A depicts the FRF of this site based on responses
to pure tones presented at 60 dB SPL. The BF of this site is
approximately 400 Hz, with a secondary peak at the 200 Hz sub-
harmonic. FRFs based on responses to tones presented at different
intensities (40—70 dB SPL) are shown in the right-hand panel of
Fig. 1A. The BF at the lowest intensity presented is approximately
350 Hz. Higher intensities broaden the FRF and yield slightly higher

BFs. However, in all cases, there are no significant excitatory re-
sponses above 700 Hz.

Fig. 1B depicts the stimulus waveforms (upper half) and asso-
ciated spectrograms (lower half) of the monkey vocalizations. The
sounds’ amplitude envelopes are superimposed upon the wave-
forms (black line). The three sounds were randomly presented
within a block that contained seven other monkey vocalizations
and ten environmental sounds that included four human



M. Steinschneider et al. / Hearing Research 305 (2013) 57—73 65

A B Idal

Post L lsouv

Lat - Med
Ant /
PT -
y 250 Hz 10 EH 10dB
¥ Qc'(’_)o :
4 4 h

°
o
o 2 T
.0 e 0 T T T T T T
00 0 0.7s
° 0.8 kHz
"\ J\/\M
250 Hz T
R212-012 ‘
10 mm N
0
0 0.7s
C D
3 p = 0.0003 ~ 2T .
= m
© 2 =T 0
2 2 : e
£ 1 ’—’;‘ Tl _ | =080
fe) 4]
(e} 0 e 2 1 1 1
3 2 1 4 2 0 2 4

Predicted rank 0.8 — 3 kHz (dB)

Fig. 9. Representation of POA in human auditory cortex. A. MRI surface rendering of
the superior temporal plane showing the location of the recording array. Macro and
micro contacts are represented by filled and open circles, respectively. HG, Heschl’s
gyrus; PP, planum polare; PT; planum temporale; ats, anterior temporal sulcus; is,
intermediate sulcus; hs, Heschl’s sulcus. B. Examples of pure tone- and speech sound-
elicited responses recorded from Heschl's gyrus. AEP and ERBP elicited by a syllable
/da/ in a medial portion of the Heschl's gyrus (top plots) and by a 0.8 kHz tone in a
lateral portion of the Heschl's gyrus. C. Rank order of high gamma ERBP elicited by CV
syllables compared with predicted ranks based on pure tone responses. Error bars
indicate standard error of the mean. D. Correlation between response patterns elicited
by pure-tone and speech syllable stimuli. Differences between high gamma responses
to 0.8 and 3.0 kHz pure tones are plotted against differences between high gamma
responses to syllables /ba/ and /da/. Data from 13 micro contacts are shown.

vocalizations (e.g., Fig. 4). Each monkey vocalization was charac-
terized by a broad spectrum, with spectral centers of gravity at
1156 + 1143 Hz, 4835 + 1967 Hz, and 1023 + 777 Hz, respectively.
The power spectra of the temporal envelopes of the three vocali-
zations had modal frequencies of 5.1, 7.6, and 6.9 Hz (secondary
peak at 17.2 Hz), respectively, which is comparable to the syllabic
rate of intelligible human speech.

MUA elicited by the vocalizations within lower lamina 3 is
shown in Fig. 1C. Despite having sound spectra whose dominant
frequencies were above the BF of this recording site, each sound
elicited a robust response (e.g., Wang et al., 2005). Activity at this
site was phasic in nature and had an onset latency for the three
vocalizations of 26, 27, and 21 ms, respectively. The vocalization
depicted in the left-hand column is a ‘double grunt’, with the onset
of each identical grunt separated by about 300 ms. The duration of
each grunt is approximately 200 ms, comparable to the duration of
a speech syllable. MUA elicited by each identical grunt segment is
highly similar, indicating a high degree of reliability in the response
pattern. MUA is clearly entrained to the vocalization’s waveform
envelope, as evidenced by a maximum cross-correlation coefficient
(Pearson’s R = 0.73). The three-component chirp vocalization
depicted in the center column also elicits a high degree of neural

entrainment to the stimulus envelope (R = 0.68) with the evoked
activity characterized by three prominent response bursts. Even the
more complex, and rapidly changing chirp sequence shown in the
right-hand column elicits MUA that exhibits a weaker entrainment
to the waveform envelope (R = 0.26).

3.1.2. Human

As previously reported, the envelope of running speech is rep-
resented by phase-locked activity within core auditory cortex on
posteromedial HG (Nourski et al, 2009). This observation is
exemplified in Fig. 2. Fig. 2A shows the location of an intracortical
electrode located in HG. Both horizontal and coronal views are
depicted. Fig. 2B depicts the waveforms of the two sentences pre-
sented to the subject along with associated spectrograms. Wave-
form envelopes are superimposed on the stimulus waveforms. In
this subject, both AEPs and the high gamma ERBP calculated from
the ECoG signal are phase-locked to the temporal envelope of the
two sentences (Fig. 2C). Peak correlation coefficients ranged from
0.49 to 0.64.

3.2. Representation of VOT

Perhaps the quintessential acoustic feature of speech requiring
rapid temporal analysis is the VOT of stop consonants. This feature
is ubiquitous among the world’s languages (Lisker and Abramson,
1964). In American English, stop consonants in syllable-initial po-
sition and with a short VOT (<20 ms) are generally perceived as
voiced (i.e. [b/, /d/ or [g/), whereas those consonants with a longer
VOT are generally perceived as unvoiced (i.e., /p/, [t/, and [k/).
Perceptual discrimination of voiced from unvoiced stops is cate-
gorical, such that a small linear change in VOT produces a marked
and non-linear change in perception (e.g., Pisoni, 1977).

3.2.1. Monkey

We have previously identified temporal response patterns in Al
of awake monkeys that could promote categorical perception of
stop consonant VOT (Steinschneider et al., 1995b, 2003, 2005).
Voiced stop CVs were found to elicit responses in A1 that contained
a single “on” response time-locked to consonant release, whereas
unvoiced stop CVs elicited responses that contained a “double-on”
response pattern whose components were time-locked to both
consonant release and voicing onset. The boundary for these
dichotomous response patterns correspond to the perceptual
boundary for American English and many other languages (Lisker
and Abramson, 1964).

These basic findings are illustrated in Fig. 3, which depicts data
obtained from an electrode penetration into a low BF region
(BF =800—1000 Hz) of monkey A1. Waveforms of the synthetically-
produced syllables with VOTs ranging from O to 60 ms are shown
above their corresponding neural responses. The topmost traces
represent the rectified CSD summed across all 12 recording depths
(150 pm inter-contact spacing) that spanned the laminar extent of
A1 (SRCSD). SRCSD provides a global measure of across-laminar
activation, and is useful when comparing temporal response pat-
terns across stimulus conditions. The CSD waveforms recorded
from lower lamina 3 are shown immediately below the SRCSD
(current sinks are depicted as downward waveform deflections).
Concurrently recorded MUA at the same lower lamina 3 depth is
shown below the CSD waveforms.

All three response measures show categorical-like activity. MUA
elicited by the syllables with 0 and 20 ms VOTs (i.e., /da/) consists of
a response to stimulus onset, followed by a period of suppression
(‘S’) below baseline levels, a steady increase in sustained activity
and a subsequent response to stimulus offset. Importantly, a
response elicited by voicing onset is absent in the MUA evoked by
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the 20 ms VOT sound. In contrast, syllables with 40 and 60 ms VOTs
(i.e., [/ta/) elicit an additional component time-locked to voicing
onset (arrows). The concurrently recorded CSD shows similar
categorical-like responses to voicing onset (arrows). The MUA
suppression following the initial “on” response is paralleled by
current sources in the CSD (asterisks). This combination suggests
that the sources represent active regions of hyperpolarization.
Finally, these categorical-like patterns are evident in the global
response across cortical lamina as represented by the SRCSD.

These studies have not demonstrated, however, whether this
response pattern would also be generated in more complex
acoustic environments where an unvoiced stop consonant is
embedded in a multisyllabic word. Fig. 4 illustrates temporal
encoding of VOT for the unvoiced stop consonant /k/ in the word
“welcome”, where it occurs as the fourth phoneme articulated by a
male speaker. Recordings are from the same low BF site illustrated
in Fig. 1. The stimulus waveform and spectrogram are shown in
Fig. 4A. In contrast to isolated, synthetic syllables, this naturally
spoken word is highly coarticulated, and it is difficult to segment
the word into a discrete sequence of phonemes. Laminar profiles of
CSD and MUA are shown in the left and right columns of Fig. 4B,
respectively. While the entire laminar profile was obtained from 16
recording contacts that spanned all laminae, the figure depicts data
from only five recording depths beginning in lower lamina 3 and
extending upward in 300 pum increments.

Despite the coarticulation of this rapidly changing speech
sound, neural activity parses out the word into phonemically-
relevant response components. At the lowest depicted depth,
neural activity measured by CSD is highly phasic, and sinks repre-
senting net excitatory synaptic activity parse the word into discrete
segments. Higher frequency oscillations phase-locked to the
fundamental frequency of the vowels are superimposed on the
slower waveform changes. At progressively higher depths, VOT
continues to be represented by temporal features of the CSD
waveforms (dotted line) and the response simplifies to one where
prominent deflections are elicited by the onsets of the two
syllables.

The MUA exhibits similar response patterns. In the thalamor-
ecipient zone (lower 3—4), MUA is characterized by phasic response
bursts (after an initial “on” response) that temporally coincide with
each of the phonemes. A more sustained component is time-locked
to the increase in stimulus power associated with the first vowel.
The response burst associated with the onset of the [k/ is indicated
by the dotted line. This burst is followed by another response
component time-locked to voicing onset of the following vowel.
Thus, the unvoiced CV sequence is characterized by a “double-on”
response analogous to the response to the isolated CV syllable /ta/
shown in Fig. 3. At progressively more superficial laminar depths,
the MUA becomes less phasic, and in upper lamina 3, exhibits two
bursts time-locked to the speech envelope. This is reflected by the
high maximum cross correlation (R = 0.82) between the MUA
recorded in upper lamina 3 and the speech envelope. Despite the
simplification of the response within more superficial laminae,
MUA phase-locked to the VOT still persists. Thus, at this low BF
frequency site, activity elicited by rapidly changing acoustic fea-
tures in this two-syllable word is nested within responses elicited
by the more slowly changing stimulus envelope.

3.2.2. Human

Similar to responses in monkey A1, VOT of stop CV syllables is
represented by categorical-like responses in posterior-medial HG
(Steinschneider et al., 1999, 2005). Syllables perceived by the sub-
jects as [da/ (VOT = 0 and 20 ms) generate a “single-on” response
time-locked to consonant release in the intracranially recorded
AEP, whereas syllables perceived as [ta/ (VOT = 40 and 60 ms)

generate a “double-on” response with the second component time-
locked to voicing onset. Further, by raising or lowering the first
formant frequency, it is possible to manipulate the perception of
voiced from unvoiced stop consonants. This manipulation is a form
of phonemic trading relations, wherein changes in one acoustic
parameter alter the perception of another parameter. In this case,
lowering the first formant shifts the perceptual boundary such that
syllables with a longer VOT are still identified as a voiced stop
(Lisker, 1975; Summerfield and Haggard, 1977). We found that this
type of manipulation would shift physiological response patterns in
parallel with perceptual changes (Steinschneider et al.,, 2005).
When the first formant was 600 or 848 Hz, the perceptual
boundary between /d/ and /t/ was between 20 and 25 ms, whereas
when the first formant was 424 Hz, the perceptual boundary shif-
ted to between 40 and 60 ms. Correspondingly, the physiological
boundary between a “single-on” and “double-on” response shifted
from smaller VOT values to a VOT of 60 ms when the first formant
was shifted from 600 Hz to 424 Hz.

It is unclear from these studies whether this pattern would also
be observed in more naturally occurring running speech. To
address this question, we examined the detailed temporal patterns
embedded within responses entrained to the speech envelope
shown in Fig. 2. The sentences were segmented into their compo-
nent words, and both AEPs and the envelope of high gamma ac-
tivity in the ECoG time-locked to these words were examined
(Fig. 5). Gray bars in Fig. 5 indicate the duration of VOT for each
word, and are aligned with the first negative peak in the AEP and
with the first peak in the ERBP. While responses are not as distinct
as when isolated CV syllables are tested, there is a clear tendency
for words beginning with a voiced stop followed by a vowel (i.e., the
words “dogs” and “bark”) to elicit responses with a single peak,
whereas words beginning with an unvoiced stop (i.e., the words
“cars”, “can”, and “park”) to elicit double-peaked responses. These
patterns are more prominent in the high gamma activity than in the
AEP. Thus, responses correlating with the perception of VOT for
isolated syllables are also evident in responses to syllables
embedded in running speech.

3.3. Representation of voice fundamental frequency (Fp)

3.3.1. Monkey

Neural population responses in monkey A1 have the capacity to
phase-lock to components of speech faster than those required for
human phonemic identification. Most notably, A1 responses are
able to phase-lock to the finer temporal structure of speech sounds
associated with the glottal pulsation rate in many male speakers
(Hillenbrand et al., 1995). This capacity, previously reported in
Steinschneider et al. (2003), is illustrated in Fig. 6, which depicts the
laminar profile of CSD and MUA elicited by the syllable /da/. The
syllable was presented at 60 dB SPL. Its fundamental frequency (Fop)
began at 100 Hz after a 5 ms period of frication, rose to 120 Hz over
the subsequent 70 ms, and slowly fell to 80 Hz by the end of the
stimulus (Fig. 6A). The FRF is shown in Fig. 6B. The largest MUA was
evoked by 1600 Hz tones, with a secondary peak in excitation at
3000 Hz. MUA was suppressed by tone frequencies of 3400 Hz and
higher. Second and third formant frequencies of the syllable over-
lap the excitatory range of the site.

Neural responses are phase-locked to the glottal pulsation rate
of the syllable and track the changing Fy contour present in the
stimulus (Fig. 6C). Phase-locking in the MUA is restricted to lamina
4 and lower regions of lamina 3. Phase-locking in the CSD, however,
extends upward into more superficial laminae. The phase-locking
of CSD responses recorded from more superficial laminae is
delayed relative to the latency of lower lamina 3 responses, and
several phase-reversals are evident in the sink/source profiles. This
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pattern is consistent with superficial phase-locked activity repre-
senting di- or polysynaptic transmission of the high-frequency
responses from deeper thalamorecipient laminae.

3.3.2. Human

Phase-locking to the ~100 Hz Fy of synthetic CV syllables has
been reported for responses in posteromedial HG (Steinschneider
et al.,, 1999; Nourski and Brugge, 2011). Here we demonstrate the
upper limits of this pattern in non-synthetic speech by illustrating
the responses elicited by six male speakers articulating the word
“had” (Hillenbrand et al., 1995) (Fig. 7). Waveforms of the words are
arranged left to right from lowest to highest Fy in the top panel.
AEPs recorded from the same electrode site shown in Fig. 2 are
shown immediately beneath the syllables. High-pass filtered ver-
sions of the full-pass AEPs display phase-locked activity to the
glottal pulsation rate up to about 114 Hz. Phase-locking dissipates
in the responses to the two syllables with higher Fps. The lowest
panels depict the ERBP with the Fy contours superimposed on the
responses (black lines). Once again, phase-locking to the Fy occurs
in responses to the syllables with the lower Fy values, and dissipates
at the higher Fys.

3.4. Representation of place of articulation (POA)

3.4.1. Monkey

Responses reflecting stop consonant POA in A1 can be predicted
by the spectral tuning of pure tone responses (Steinschneider et al.,
1995a; Steinschneider and Fishman, 2011). This can be demon-
strated by ranking responses (based on their amplitude) to pure
tones with frequencies corresponding to the center frequencies of
the frication bursts at the onset of speech syllables and comparing
these ranks with ranked amplitudes of responses to the syllables
(Fig. 8). Fig. 8A depicts the waveforms of the synthetic syllables/ba/,
/ga/, and /da/. Duration of the first formant transition was 30 ms for
all syllables, and 40 ms for the second and third formant transitions.
Syllables were constructed such that /ba/ and /ga/ shared the same
third formant transition, whereas /ga/ and /da/ shared the same
second formant transition. Thus, tracking of formant transitions
would not allow syllable identification. Further, all syllables shared
the same second and third formant steady-state frequencies, had
identical first and fourth formants, and were initiated by 5 ms of
frication at sound onset. Differences among the syllables were
primarily generated by increasing the amplitude of frication at 800,
1600, and 3000 Hz for /ba/, /ga/, and /da/, respectively. These ma-
nipulations produce easily discriminable stop consonants and are
based on the hypothesis that lower-, medium-, and higher-
frequency onset spectra determine the differential perception of
stop consonants (Blumstein and Stevens, 1979, 1980).

Fig. 8B illustrates the CSD waveforms elicited by the speech
sounds and used to identify lower lamina 3 at three recording sites
whose BFs were 900, 1900, and 3700 Hz, respectively. Corre-
sponding FRFs for MUA recorded at the three sites are shown in
Fig. 8C. Fig. 8D depicts lamina 3 MUA elicited by /ba, /ga/, and /da/.
At the site with a 900 Hz BF (left-hand column), /ba/ elicited the
largest onset response. This is consistent with the spectrum of /ba/
having maximal energy near 900 Hz during frication. As predicted,
/ga/ elicits the largest onset response at the site with a BF of
1900 Hz (center column), as this BF was near the spectral maximum
of this syllable during frication. Finally, /da/ elicits the largest
response at the site with the 3700 Hz BF (right-hand column).

Average ranks of responses from the 47 electrode penetrations
in the study of Steinschneider and Fishman (2011) are shown in
Fig. 8E. We first ranked the amplitude of MUA elicited by 800, 1600,
and 3000 Hz tones within the 10—30 m time frame at each
recording site. This period includes the onset responses elicited by

both tones and syllables. Then, ranks of tone responses were used
to predict the rank order of responses elicited by the syllables in the
same time frame. Responses elicited by the syllables were
normalized to the largest response at each recording site. Without
regard to any other features of spectral tuning at each site, and
using the simple metric of comparing responses evoked by sylla-
bles based on the ranking of three tone responses, one is able to
reliably predict the relative amplitude of stop consonants (Fried-
man statistic = 19.96, p < 0.0001). Post hoc tests show that the
response elicited by the largest predicted syllable (Rank 3) is
greater than either other two ranked responses (p < 0.001). Thus,
despite the pronounced overlap of formant transitions across syl-
lables, neural activity is capable of discriminating the speech
sounds based on the relationship between their spectral maxima
and the frequency tuning of neural population responses in Al.

To further demonstrate this relationship between responses
evoked by stop consonants varying in their POA and the frequency
selectivity of neurons in A1, we computed the differences between
MUA elicited by 800 Hz and 3000 Hz tones at each site and
compared those with differences between MUA elicited by /ba/ and
/da/ in the same 20 ms time interval. Results are shown in Fig. 8F.
There is a significant positive correlation between differences in
tone responses and differences in responses to /ba/ and /da/
(R?> = 0.46, p < 0.0001). A similar correlation was observed for
differences between responses to 800 and 1600 Hz tones, and
differences between responses to /ba/ and /ga/ (R> = 0.35,
p < 0.0001, data not shown).

3.4.2. Human

A similar relationship between tone-evoked and syllable-
evoked responses can be demonstrated in HG (Fig. 9). Fig. 9A il-
lustrates the location of a multi-contact intracortical electrode
positioned within more anterior portions of HG. Interspersed be-
tween four low impedance ECoG contacts are fourteen electrode
contacts of higher impedance. High gamma activity (70—150 Hz)
elicited by randomly presented 800, 1600, and 3000 Hz tones
intermixed with the three syllables /ba/, /ga/, and /da/ was exam-
ined. Amplitude of high gamma activity from three 50 ms over-
lapping time windows beginning at 25 ms and ending at 125 ms
was computed. The rationale for choosing these time windows
stems from previous findings that in non-primary auditory cortex
located on the lateral surface of posterior—lateral STG, responses
reflecting consonant POA of CV syllables were maximal between
100 and 150 ms (Steinschneider et al., 2011). It was therefore
reasoned that responses reflecting POA in core auditory cortex
should begin earlier than, and end prior to, activity on the lateral
surface.

Representative AEPs and ERBP elicited by speech sounds
(response to /da/ recorded from a medially located high impedance
contact 3) and tones (response to 800 Hz recorded from a more
laterally located high impedance contact 13) are shown in Fig. 9B.
Prominent high gamma activity is elicited by both sounds. Phase-
locking to the Fy of /da/ is evident in the ERBP, and both ‘on’ and
‘off responses can be seen in the response to the tone
(duration = 500 ms). Ranks of tone response amplitudes were used
to predict the rank order of response amplitudes to the syllables.
Results are shown in Fig. 9C. Differences in response ranks are
significant (Friedman statistic = 16.00, p = 0.0003). Post hoc
analysis shows that the largest predicted rank is larger than
smallest rank (p < 0.001). Similarly, the correlation between dif-
ferences in high gamma activity elicited by 800 Hz and 3000 Hz
tones and differences in high gamma activity elicited by /ba/ and
/da/ is significant (Fig. 9D, R? = 0.80, p < 0.0001). Significant cor-
relations are also observed (data not shown) between (1) differ-
ences in high gamma activity elicited by 800 and 1600 Hz tones and
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differences in activity elicited by /ba/ and /ga/ (R*> = 0.64, p = 0.001)
and (2) differences in high gamma activity elicited by 1600 and
3000 Hz tones and differences in activity elicited by /ga/ and /da/
(R? = 0.74, p = 0.0002).

4. Discussion
4.1. Summary and general conclusions

The key finding of this study is that neural representations of
fundamental temporal and spectral features of speech by popula-
tion responses in primary auditory cortex are remarkably similar in
monkeys and humans, despite their vastly different experience
with human language. Thus, it appears that plasticity-induced
language learning does not significantly alter response patterns
elicited by the acoustical properties of speech sounds in primary
auditory cortex of humans as compared with response patterns in
macaques. It is still possible, however, that more subtle differences
might be found when examining the activity of single neurons —
though it is reasonable to expect that any dissimilarity observed
would reflect quantitative rather than qualitative differences in
neural processing (e.g., Bitterman et al., 2008). It is important to
emphasize that the present findings only apply to responses in
primary auditory cortex, and do not imply that later cortical stages
associated with more complex phonological, lexical and semantic
processing are not unique to humans and therefore “special”.

Current findings support the view that temporal and spectral
acoustic features important for speech perception are represented
by basic auditory processing mechanisms common to multiple
species. For instance, young infants are ‘language universalists’,
capable of distinguishing all phonemes despite their absence from
the child’s native language (Kuhl, 2010). This absence suggests that
language-specific mechanisms are not responsible for infants’ ca-
pacity to discriminate phonemic contrasts that are both within and
outside their language environment. The ability of animals to
perceive many phonemic contrasts in a manner similar to humans
provides additional support for this view (e.g., Kuhl and Miller,
1978; Sinnott and Adams, 1987; Lotto et al., 1997; Sinnott et al.,
2006). The similarity in response patterns evoked by speech
sounds in HG of adult humans and in monkey A1 suggests that HG
is engaged in general auditory, and not language-specific,
processing.

Nonetheless, this similarity in response patterns should not be
interpreted to mean that primary auditory cortex does not undergo
changes associated with learning and plasticity reflecting the
distinct acoustic experiences of these two primate species.
Neuronal plasticity in A1l of non-human animals is well-
documented (e.g., de Villers-Sidani and Merzenich, 2011; Fritz
et al.,, 2013). Likewise, studies have demonstrated plasticity in HG
(e.g., Schneider et al., 2002; Gaser and Schlaug, 2003). Therefore, it
can reasonably be asked why differences associated with these
modifications were not readily apparent in the present study. One
possibility is that experience-related changes might only occur
under conditions requiring performance of complex sound pro-
cessing tasks. Here, both monkey and human subjects either
listened passively to the sounds or were engaged in relatively
modest sound-detection tasks that were meant simply to maintain
a state of alertness and to promote active listening to the stimuli.
More pronounced differences reflecting language experience might
have been seen if subjects were engaged in speech-related tasks or
in more challenging tasks that strain processing capabilities (e.g.,
related to the perception of highly compressed speech). As stated
above, another possibility is that the features of speech examined
here tap into fundamental temporal and spectral aspects of sound
processing that are shared across multiple mammalian species and

which are utilized for speech sound decoding. In the following
sections, the representation of the speech envelope, VOT, Fy, and
POA will be shown to engage basic auditory cortical mechanisms
that may contribute to shaping phonemic perception.

4.2. Representation of temporal envelope

Entrainment of neural responses in A1 to the temporal envelope
of animal vocalizations has been observed in many species (e.g.,
Wang et al., 1995; Szymanski et al., 2011; Grimsley et al., 2012). For
instance, neurons in A1 of both marmosets and ferrets respond to
marmoset twitter calls with bursts time-locked to the syllable-like
components of each vocalization (Wang et al., 1995; Schnupp et al.,
2006). Comparable time-locked neuronal activity is observed in
guinea pig Al in response to species-specific vocalizations
(Grimsley et al., 2012). Importantly, the repetition rate of call
components in these vocalizations is similar to the syllabic-rate in
human speech.

It is not fortuitous that the speech envelope is so well tracked by
neuronal activity in primary auditory cortex. Speech syllables recur
at a peak rate of 3—4 Hz with a 6 dB down point at 15—20 Hz
(Drullman et al., 1994). Best temporal modulation frequencies
(tBMFs) of neurons in primary auditory cortex of multiple species,
including humans, are comparable to envelope modulation rates of
running speech (Schreiner and Urbas, 1988; Eggermont, 1998,
2002; Oshurkova et al., 2008). For instance, repetitive frequency-
modulated sweeps generally fail to elicit time-locked responses at
repetition rates greater than 16 Hz in A1 of awake squirrel monkeys
(Bieser, 1998). Similarly, tBMFs calculated from AEPs obtained from
intracranial recordings in human auditory cortex typically range
from 4 to 8 Hz (Liégeois-Chauvel et al., 2004; see also Nourski and
Brugge, 2011), similar to the 8 Hz tBMF found for HG using fMRI
(Giraud et al., 2000). Thus, there appears to be an optimal match
between the articulatory rate of speech and the ability of primary
auditory cortex to detect major modulations in the speech
envelope.

Detection of modulations in the speech envelope by auditory
cortex is crucial for speech perception. Typically, in running speech,
each syllable embedded in larger phrases generates a discrete
response (e.g., Ding and Simon, 2012). Using compressed speech,
Ahissar et al. (2001) demonstrated that time-locked MEG responses
to each syllable were degraded at ratios of compression where
accurate perception deteriorated. This relationship between speech
perception and primary auditory cortical physiology was confirmed
in a study examining AEPs recorded directly from HG (Nourski
et al, 2009). In contrast, high gamma activity continued to
entrain to the highly compressed and incomprehensible speech
sentences. This dissociation between the two response types sug-
gests that each physiologic measure represents speech in a distinct
manner. Neural processes that contribute to the AEP mark the
occurrence of each new syllabic event and must be present in order
to parse sentences into their constituent parts. High gamma ac-
tivity, on the other hand, appears to serve as a more general marker
of neuronal activation involved in the processing of the heard, but
(nonetheless) incomprehensible, sound sequences.

4.3. Representation of VOT

Onset responses in primary auditory cortex are important not
only for parsing out syllables in running speech but also for the
representation of VOT in individual syllables. The pattern of “sin-
gle-on” and “double-on” responses paralleling VOT has been
observed in A1 of diverse animal models (e.g., Steinschneider et al.,
1994, 2003; Eggermont, 1995; McGee et al., 1996; Schreiner, 1998).
The relevance of these temporal response patterns for describing
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VOT processing in humans is supported by similar patterns occur-
ring in HG (Liégeois-Chauvel et al., 1999; Steinschneider et al., 1999,
2005; Trébuchon-Da Fonseca et al., 2005), and along the posterior—
lateral STG (Steinschneider et al., 2011). Relevance is further sup-
ported by the ability of animals to discriminate stop CV syllables
varying in their VOT in a manner that parallels human categorical
perception (Kuhl and Miller, 1978; Sinnott and Adams, 1987;
Sinnott et al., 2006). Further, severe degradation of spectral cues
does not significantly impair discrimination of voiced from un-
voiced consonants, indicating that temporal cues are sufficient
(Shannon et al., 1995). Taken together, these findings suggest that
the neural representation of VOT, an acoustic feature critical for
speech perception, may rely on basic temporal processing mecha-
nisms in auditory cortex that are not speech-specific.

Temporal representation of VOT could facilitate rapid and effi-
cient differentiation of voiced from unvoiced stop consonants.
Discrimination would require only that the brain distinguish be-
tween “single on” and “double on” response patterns, whereas
more subtle computations would be necessary for differentiating
stop consonants whose VOTs are located on the same side of a
perceptual boundary (Carney et al., 1977; Pisoni et al., 1982;
Kewley-Port et al., 1988). This temporal processing scheme is fully
compatible with higher order lexical or semantic processing
mechanisms. For instance, VOT perception was examined using
synthetically produced word/nonword pairs of dash/tash and dask/
task with systematic changes in the VOT of /d/ and /ta/. Only when
the VOT was in an ambiguous zone was there a significant shift in
the boundary toward the real word (Ganong, 1980). Otherwise,
subjects heard the lexically incorrect word. Similarly, only when
the VOT was in an ambiguous zone was there a significant shift in
the boundary toward the word that produced a semantically cor-
rect sentence (e.g., “The dairyman hurried to milk the goat/coat”)
(Borsky et al., 1998). In the preceding example, subjects heard a
semantically incorrect sentence if the VOT was prolonged (i.e., /k/).
These latter studies demonstrate that unambiguous VOTs, pre-
sumably represented by low-level temporal processing mecha-
nisms, take precedence over higher-order lexical and semantic
factors in the categorical perception of speech.

Representation of VOT epitomizes how basic auditory pro-
cessing mechanisms (a domain-general skill) can enhance acoustic
discontinuities that promote phonemic discrimination (a domain-
specific skill) (Kuhl, 2004). Indeed, the VOT boundary in American
English appears to correspond to a natural psychoacoustic
boundary in mammalian hearing. For instance, infants with little
language exposure can discriminate syllables with VOTs of +20
with +40 ms, even when this contrast is phonetically not relevant
in the child’s native language (Eimas et al., 1971, Lasky et al., 1975;
Eilers et al., 1979; Jusczyk et al., 1989). This natural psychoacoustic
boundary for VOT appears to reflect a specific instance of the more
general perceptual boundary for determining whether two sounds
are perceived as occurring synchronously or separately in time
(Hirsh, 1959; Pisoni, 1977). A “single-on” response would therefore
suggest that the onsets of consonant release and voicing are
simultaneous, whereas a “double-on” neural response would
indicate the sequential occurrence of these two articulatory
events.

The categorical-like responses reflecting VOT are based on three
fundamental mechanisms of auditory cortical physiology (see
Steinschneider et al., 2003, 2005). The first is that transient re-
sponses elicited by sound onsets occur synchronously over a wide
expanse of tonotopically-organized A1 (Wang, 2007). This mecha-
nism would explain the “on” response to consonant release, which
has a predominantly high-frequency spectrum, in lower BF regions
of Al. The second is that transient elements embedded in complex
sounds will elicit time-locked and synchronized responses in

neurons whose frequency selectivity matches the dominant com-
ponents of the sound’s spectrum (Creutzfeldt et al., 1980; Wang
et al., 1995). This would explain the second “time-locked”
response to voicing onset in low BF regions of Al. However, this
event by itself does not explain categorical-like neuronal activity, as
responses evoked by voicing onset might also occur at intermediate
values of VOTs within the ambiguous zone for categorical percep-
tion. Thus, the third mechanism is forward suppression, which is
triggered by consonant release and which lasts sufficiently long to
prevent short-latency “on” responses evoked by voicing onset. This
suppression is likely due to GABA, receptor-mediated IPSPs from
inhibitory interneurons (Metherate and Ashe, 1994; Metherate and
Cruikshank, 1999; Cruikshank et al., 2002), and to Ca®>*- gated K*
channel-mediated after hyperpolarization (Eggermont, 2000). A
second response to voicing onset can only be elicited when there is
sufficient decay in suppression.

4.4. Representation of voice fundamental frequency (Fp)

Voice Fy typical of many male speakers is represented in Al
and posteromedial HG by responses phase-locked to the glottal
pulsation rate. In the current study, phase-locked responses in HG
were observed for Fys less than about 120 Hz (Fig. 7). Even higher
rates of phase-locked activity have been observed in population
responses elicited by click trains in primary auditory cortex of
monkeys (Steinschneider et al., 1998) and humans (Brugge et al.,
2009; Nourski and Brugge, 2011). Generally, however, the upper
limit for phase-locking has been reported to occur at much lower
rates (e.g., Lu et al, 2001; Liang et al., 2002; Bendor and Wang,
2007). There are at least two possible reasons for this disparity.
The first is based on differences across studies with regard to the
laminae from which cells were recorded. Wang and colleagues
mainly recorded from cells located in lamina 2 and upper lamina 3
in marmoset Al (Lu et al, 2001; Wang et al., 2008). Multiunit
activity recorded from the thalamorecipient zone in Al of awake
rats can phase-lock to click trains at rates up to 166 Hz (Anderson
et al., 2006). A direct comparison of phase-locking across laminae
has shown enhanced phase-locking (>64 Hz, the highest rate
examined) in the thalamorecipient zone relative to more super-
ficial layers of A1 (Middlebrooks, 2008). The second reason for the
disparity in the upper limit of phase-locking is the finding that
neural populations phase-lock at higher rates than single cells. For
instance, in the awake macaque, pooling of single cell responses in
A1 of awake macaque revealed neuronal phase-locking at 120 Hz
that was not otherwise observed in single cell activity (Yin et al.,
2011).

Phase-locked activity at higher rates may play an important role
in representing the perceived pitch of male speakers. Pitch below
about 100 Hz is based on temporal mechanisms determined by the
periodicity of the sound waveform, whereas pitch above 200 Hz is
based on the Fy (Flanagan and Guttman, 1960a, 1960b; Carlyon and
Shackleton, 1994; Shackleton and Carlyon, 1994; Plack and Carlyon,
1995). Stimulus periodicities between 100 and 200 Hz lead to more
ambiguous pitch determinations (see also Bendor et al., 2012).
Adult male speakers typically have Fyps in the range of 75—175 Hz
whereas adult female speakers typically have Fgs in the range of
175—300 Hz (Hillenbrand et al., 1995; Greenberg and Ainsworth,
2004). A more recent study examining 12 male and 12 female
speakers calculated their average Fos to be 112 + 8 Hz and
205 + 19 Hz, respectively (Sokhi et al., 2005). Gender-ambiguous
Fos range from 135 to 181 Hz (mean 156—160 Hz) (Sokhi et al.,
2005). Thus, most non-ambiguous male speakers would have a
glottal pulsation rate that would be expected to produce phase-
locking in HG, from which pitch may theoretically be extracted by
neuronal ‘periodicity detectors’.
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4.5. Representation of place of articulation (POA)

Historically, the question of how stop consonant POA is repre-
sented in the brain has been a prime focus in the debate between
proponents of competing hypotheses concerning the mechanisms
of phonemic perception (see Diehl et al., 2004; Samuel, 2011 for
reviews). Theories are wide ranging, and include at one extreme the
motor theory, which posits that the objects of phonemic perception
are articulatory in nature (e.g., Liberman and Mattingly, 1985;
Liberman and Whalen, 2000). At the other extreme is the general
approach, which posits that basic principles of auditory processing
modulated by perceptual learning underlie phonemic perception
(e.g., Holt and Lotto, 2010).

The general approach has been strongly supported by data
indicating that stop consonant POA is partly determined by the
short-term sound spectrum occurring within 20 ms of consonant
release (Stevens and Blumstein, 1978; Blumstein and Stevens, 1979,
1980; Chang and Blumstein, 1981). The perception of /d/ is pro-
moted when the onset spectrum has a maximum at higher fre-
quencies, whereas the perception of /b/ is promoted when the
maximum is at lower frequencies. A compact spectrum maximal at
mid-frequencies promotes the perception of /g/. While modifica-
tions to this scheme have been developed that incorporate
contextual effects between the onset spectrum and the spectrum of
the following vowel (Lahiri et al., 1984; Alexander and Kluender,
2008), and while formant transitions are also important for con-
sonant discrimination (e.g., Walley and Carrell, 1983), mechanisms
based on onset spectra are still important for the perception of stop
consonants. For instance, onset spectra are sufficient for accurate
perception when syllables are very short and contain minimal
vowel-related information (Bertoncini et al., 1987), and are espe-
cially relevant for stop consonant discrimination in subjects with
sensory neural hearing loss (Hedrick and Younger, 2007; Alexander
and Kluender, 2009).

These psychoacoustic findings suggest a physiologically plau-
sible mechanism by which stop consonants varying in their POA are
represented in primary auditory cortex. In this paper we demon-
strate that the differential representation of stop consonants can be
predicted based on the relationship between the frequency selec-
tivity of neurons in A1 (as defined by responses to pure tones) and
the maximum of the onset spectra of speech sounds (Figs. 8 and 9;
Steinschneider et al., 19953, Steinschneider and Fishman, 2011).
Numerous studies have shown that the representation of vocaliza-
tionsin A1 is determined by the tonotopic organization of A1 and the
spectral content of the complex sounds (Creutzfeldt et al., 1980;
Wang et al., 1995; Engineer et al., 2008; Bitterman et al., 2008;
Mesgarani et al., 2008). Due to the tonotopic organization of sound
frequency in A1, phonemes with distinct spectral characteristics will
be represented by unique spatially distributed patterns of neural
activity across the tonotopic map of Al (e.g., Schreiner, 1998).
Transmission of this patterned distribution of activity in A1 to non-
primary auditory cortical areas may be one factor in promoting the
categorical-like distribution of responses reflecting stop consonant
POA observed in human posterior—lateral STG (Chang et al., 2010).
These categorical responses are based, in part, on encoding the
spectral composition of the speech sounds at consonant onset.

4.6. Concluding remarks

Results demonstrate that basic neurophysiological mecha-
nisms govern responses to speech in primary auditory cortex of
both humans and monkeys. It appears that responses to speech
sounds in primary auditory cortex are neither species- nor
speech-specific. It remains an open question whether neural
mechanisms in primary auditory cortex have evolved to track

information-bearing features common to both human speech
and animal vocalizations, or (conversely) whether the latter have
adapted to exploit these basic auditory cortical processing
mechanisms.

In the past, it was felt that studying speech processing in exper-
imental animals was not an appropriate line of research. In fact,
studies of speech encoding in humans and animal models are syn-
ergistic: the human work brings relevance to the animal studies
while the animal studies provide detailed information not typically
obtainable in humans. For instance, single neuron recordings in A1l
have revealed additional organizational schemes based on sensi-
tivity to rate of spectral change in phonemes and on preference for
speech sounds with broad or narrow spectral bandwidths that
enhance our understanding of how the cortex categorizes phonemic
elements (Mesgarani et al., 2008). The roles of learning and plasticity
in shaping phonemic representation can be examined at the single
cell level (e.g., Schnupp et al., 2006; Liu and Schreiner, 2007; David
et al., 2012). Clarifying how representations of speech sounds are
transformed across cortical regions becomes a more tractable
endeavor when studies in animals and humans are conducted in
parallel (e.g., Chang et al., 2010; Tsunada et al., 2011). Studies
examining modulation of auditory cortical activity by attention and
top-down processing in general provide further connections be-
tween auditory cortical neurophysiology in experimental animals
and humans (e.g., Fritz et al., 2010; Mesgarani and Chang, 2012).
Finally, theories of developmental language disorders posit abnor-
malities that include deficits in the physiologic representation of the
amplitude envelopes of speech (e.g., Goswami, 2011; Goswami et al.,
2011) and in the representations of more rapidly occurring phonetic
features (e.g., Tallal, 2004; Vandermosten et al., 2010). As we have
shown here, these representations are not unique to humans. Thus,
physiologic studies directed at defining aberrant processing of
speech in appropriate genetically engineered animal models (e.g.,
Newbury and Monaco, 2010) offer the potential for unraveling the
neural bases of developmental language disorders.
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